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Technical Infrastructure operation
TI, 72201 24*365 operation from the CCC
Monitoring

Electricity, cooling, ventilation, safety,  access control, heavy handling, 
control systems, vacuum, cryogenics, …

Corrective maintenance
Perform first-line interventions (when possible)
Prepare and dispatch work orders to maintenance teams
Help users to follow up requests
Statistics and general follow up of maintenance activity

Tools
Laser Alarm screens
Electrical Network Supervisor (ENS)
Technical Infrastructure Monitoring (TIM)
Computer Assisted Maintenance Management System DataStream 7i
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Workflow for on-site interventions

Work orderWork orderWork orderWork orderWork order

8240 (2006)

TI first-line
323 (2006)

1120 (2004)

Alarms
~105

Telephone calls
~25000 (2006)

Contractor &
CERN
interventions

CAMMS, D7i
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Alarms

Main source of events
Alarms and alarm system must be correct, 
complete and reliable
Quality assurance by procedure
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Alarm integration procedure
Integration request
Equipment owner

Check, complete
TI operators

Load data
TS/CSE

Available on Laser
AB/CO

FF,FM,FC, description
Maintenance object

DAQ details
Cause, consequence, actions

Alarms tested 
TI + requestor

Alarms in service 
TS/CSE

Every alarm checked, 
understood and accepted by OP



January 22 2007 ATC-ABOC Days 7

Help Alarm data
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CAMMS / Datastream7i 

Used at CERN since ~20 years
Maintenance management

Corrective, Preventive
TS groups
LHC cryo (being implemented)
~350’000 maintenance objects

Manufacturing
LHC project
~500’000 objects
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D7i entities

Objects
identifier e.g. SFDEI-00234
Maintenance responsible (MRC)
Structured in Systems, locations and equipment
Links to information such as procedures, spare parts, ..

Work orders = Ordres de Maintenance = ODM
Concern specific objects and MRCs
Have state

“launched” accepted finished
Comments inserted along with state changes

Prepared by TI operators on events!



January 22 2007 ATC-ABOC Days 10

Preparing requests with D7i

OR
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Preparing requests from Alarms
Request created automatically from alarm or logbook

Object, MRC, title pre-filled
Operator completes if necessary and sends
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Simplified Workflow
Request created (L)

Accepted (RA)

Work report (T)

Store management

Terminated (TP)

Problem description, code
Object concerned, Department

Location, Priority
Requestor
Comments

Maintenance technician
Start, end time, date
Number of hours spent
Spare parts used

Verification

Intervention
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Follow-up of work orders

What is the state of the request…?
What was done last time for this problem?
Are there requests pending acceptance?
…
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Follow-up with in-house tools



January 22 2007 ATC-ABOC Days 15

Statistics (with TS/CSE web tools)

ODM Creation date Object MRC Building Description
862694 13/12/2003 SFDIN-00265 *TCR 193 Defaut Genral DI
862695 13/12/2003 FDED-00065 *TCR 237 Defaut thermique R1
862699 13/12/2003 C$S-CONTROLE *TCR SU5 Defaut communication avec automate
862701 13/12/2003 F$_FLUIDE *TCR 378 Defaut general
862702 13/12/2003 F$_FLUIDE *TCR 378 Alarme: manque debit pompe 8B
862703 14/12/2003 SFDIN-00272 *TCR 500 Defaut central DI
862704 14/12/2003 UACW2-00501 *TCR 143 Defaut general
862706 14/12/2003 SFDIN-00274 *TCR SM18 Defaut general DI
862708 14/12/2003 F$_FLUIDE *TCR 238 Defaut general Turbine GAZ
862709 14/12/2003 E$-ECLAIRAGE *TCR L8 Manque d'eclairage tunnel LHC de 8 vers 1
862711 14/12/2003 SFDIN-00280 *TCR SR4 Defaut centrale detection incendie
862994 15/12/2003 C$S-CONTROLE *TCR BA5 Defaut comme Coolba5
862995 15/12/2003 C$S-CONTROLE *TCR SM18 Defaut comme GTCVENT18
863308 16/12/2003 SFDIN-00259 *TCR BA5 Defaut general DI
863309 16/12/2003 C$S-CONTROLE *TCR BA82 Defaut comme sur APIMMD28

Count of MRC
month Total
2003-12 67
2004-01 132
2004-02 64
2004-03 85
2004-04 111
2004-05 89
2004-06 107
2004-07 69
2004-08 62
2004-09 70
2004-10 80
2004-11 152
2004-12 99
2005-01 98
2005-02 68
2005-03 55
2005-04 12
2005-05 8
2005-06 37
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Some of the Benefits of these tools
For TI operation

State of repair request known
History of problems available

Past problems and solutions at hand
Facility to extract statistics

For equipment groups
State of installations relate to number of WO
Track maintenance work, delays, repeated repairs, cost, …
Preventive maintenance 

For all
Commercial tool with long history at CERN used by staff and 
contractors
Service provided by TS/CSE
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Strengths and weaknesses

No better than its data
Equipment-MRC relation not always correct in 
database
Constant effort to keep data entry high quality 

Native Oracle Forms – JInitiator – InternetExplorer
Sometimes slow and sensitive to network perturbations
Native forms not always optimised for TI use, but…

Oracle database open tool
Laser integration
Create work orders from logbook
Web based tools from TS/CSE for free!
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Extended use?

Further integration with HelpAlarm and TI 
tools
LHC cryo will use D7i for maintenance
IT/CS interested for network equipment
TS/CSE offers a service

Available to help setting up a maintenance 
database for new clients

AB should benefit
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Questions?


