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“Our” disk storage mentions
• CVMFS is “everywhere” 

• Xrootd is “almost everywhere” 

• EOS reported by IT-ST, IT-DB, IHEP 

• CERNBox: BNLBox, IHEPBox and “original CERNBox” 

• CEPH reported by IT-CM, BNL, RAL 

• IT-CM: CephFS in production since Q3 at CERN 

• The (majority) rest is: dCache, GPFS, Lustre, …
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Notebooks
• Teraflops of Jupyter: A Notebook Based Analysis Portal 

at BNL 
 

• Evolution of the Hadoop and Spark platform for HEP  
 

• Data analysis as a service, STFC





3% of 320K = 10K cores



forged email at HEPiX: ~30%free
(test)



https://security.web.cern.ch/security/reports/presentations/
2015/HEPiX_Fall_2015_phishing_campaign.pdf
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Disaster recovery



2.2 PB of disk lost (astrophysics data)



General Impressions
• Site reports — limited interest (for me) but eat one full 

day 

• CERN talks generally stand out: more content, provide 
guidance,… 

• The event is nice for discussing specific points of 
interest 

• A bit less exciting for general “discovery” of things 

• Newcomers get a good overview of the community



Beer & Coffee


