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Quantitative Methodologies for the 
Scientific Computing

• We want to evaluate: activity, efficiency, potentiality
• To account the costs: global costs, costs per Group/Experiment, 
costs per “produced unity”
• Power costs, investments, operative costs, maintenance, human
(FTE) etc.: for this example we’ll consider Power costs

To define:

• Optimization strategies
• Forecast and scheduling
• New jobs and external work order
evaluation
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The INFN-Pisa Computing Center

Present situation:
• GRID ≈ 1900 production (WN) cores

– CMS T2: 53%
– Theophys: 39%

• National INFN Theophys Cluster: 1024 cores
(under implementation)

• Services
• Storage ≈ 350 TB
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The INFN-Pisa Computing Center

Plan

Roof

3D sketch
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Introduction: A request from our
Director

How can we account the various computing costs
to the Groups/Experiments?

We started defining the “resources” and trying to
define a model for their usage by the 
Groups/Experiments.
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Introduction: The Resources and 
Production

Resources (examples):
• Rack space
• (production) CPU
• Network port
• Storage space
• Power
• Conditioning
A resource can be statically or dinamically allocated.

Production Model:
• GRID (and local queues): CPU dynamic allocation
• Farm dedicated to Group/Experiment: CPU static allocation
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Introduction: The Model

The final activity is the “production” measured
(for instance) in day/core.

• The main resource is the computing core
• Some resources are “tailored”: the power, air 

conditioning, network, rack space
• Some resources are naturally statically

allocated: storage space
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An Example: INFN-Pisa
computing Center

RACK space: 34 rack, 33 42U and 1 48U

Available power: 1380A+450A(roof) = 317.4KW + 103.5KW(roof) 
Used power (mean): 602A + 228A (roof) = 138.5KW + 52.4KW (roof) = 43.6%, 
50.6% (roof)

Air Conditioning: 235 KW
Used (mean): 145 KW = 61.7%
Max potential: 315 KW

LAN: 900 * 1GbE + 40 * 10 GbE
WAN: 1 Gb/s GRID + 400 Mb/s Sect.

May 2009 Data
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The Model: Some Important
Definition

• General Efficiency: % allocated (production) 
cores
– GRID: % cores running a job
– Farm: total of cores

• Specific Efficiency: % of UN cores
– GRID: cputime/walltime
– Farm: % (UN cores)/(total cores)

State of a core: SIWUN (System, Idle, Wait I/O, User, Nice)
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Survey: Scientific Computing, 
1/6/08-31/5/09

• Computing Core: 1567 = 1.332 (GRID) + 235 (Experiment Farm)
• Computing power: 2.35MSI2k (15.000 HepSPEC)
• Non Production Core for Scientific Computing: 98 (GRID+dCache+GPFS)
• Storage Space: 300TB gross
• Max potential: 7.000 core + 1 PB storage (quad core, 1 TB disk)

GRID
• GRID day-core: 350.971, that is 962 year-core.
• Usage %: 86% (general efficiency), 75% (specific eff.)=65% (total) 
• Power usage (gross): 148.7 KW
• Power consumption per day-core (gross): 3.44 KWh
Experiment Farm
• Experiment Farm day-core: 66.759, that is 185 year core.
• usage %: 33% (general + specific efficiency)
• power usage (gross): 29.2 KW
• power consumption per day-core (gross): 11.68 KWh
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GRID vs Farm
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Example: GRID and local queues
accounting
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Example: Farm Accounting

Example of a farm dedicated to an external user

Raw data from Ganglia Corrected data from Ganglia
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Example of farm utilization

21 core
3.741 d/core, 49%

18 core
3 d/core, 0%

Data derived from Ganglia
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Notes on the Methodology

• Scientific Computing as a Production Activity
– It is not important, in general, the single production item, but the 

production flow
– The quality of the system is measured as the production level (quantity) 

and the production efficiency:
• General Efficiency = % of infrastructure usage
• Specific Efficiency = % of usage efficiency

– Excepted for specific cases we don’t matter on what is produced, but
how is produced: how much and how the systems are used

– It is possible to, and we have to, measure the production costs, globally
and for each “production line” (group or experiment): Power, 
investments, consumables, maintenance, FTE

– It is possible, and we have to be ready to accept other job order, both
internal (from our institute, mandatory) and external

– We do not pretend to cover everything (interactive, T3, some farms)
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Scientific Computing

• The Context
– GRID (wn, middleware, SRM), Group/Experiment Farm and cluster
– Storage for the above mentioned activities(+ disk server, SAN, Switch FC ecc.)
– Data Center LAN (for SC), WAN dedicated to SC

• Usage Paradigms
– GRID: only batch (LSF), resources shared among the VO, dynamic

allocation following the requests (“fair-share”), accounting on usage
(general efficiency). Including local queues.

– Group/Experiment Farm/Cluster: the owner can freely access, reserved
resources, accounting with static allocation non on usage base

• Users
– GRID:  all the VO accepted by INFN-GRID,  “welcome” fair-share “, 

support (success job, efficiency)
– Farm/Cluster: need good motivation, accounting including services (rack, 

network, high speed network, etc.), hosting
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Quantitative Methodologies

• Resources
– Global (%: SC and Service): space, power, conditioning, network, 

services*
• * Shared Services (DNS, DHCP, Auth*, shared storage, etc.)

– SC: Server, Storage

• Data: LSFMON (GRID), Ganglia (Farm)
• Measures:

– LSFMON: (#core, #job, #queued) only mean, ∀ VO (#job, walltime, 
CPUtime) only Σ, #CPU

• Integrals?

– Ganglia: ∀ Farm (∀ Server (#core, %SIWUN)) with mean
• Integral evaluation: not trivial

– CPUPower = (RoomPower + Roof)/ Σ(CPUProd + CPUServ)
• Power vs Performance – CPU vs Core
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Methodologies: GRID

Account core-time allocated to a specific VO (walltime), regardless
exit status, no account if empty jobslot, account core-time 
SIW+UN (not considering specific efficiency)

• General Efficiency: 100(1-∫freecore / ∫core) ≈ 100(1-
mean(freecore)/mean(core))

• GRIDPower = CPUPower·∫CPUGRID ≈
CPUPower·mean(CPUGRID) ≈ CPUPower·mean(coreGRID)·k

• Power/Day-Core = GRIDPower/∫(core-freecore) ≈
GRIDPower/(mean(core) – mean(freecore))

• Efficiency = (General Efficiency)·(Specific Efficiency*)
– * CPUtime/Walltime, both global and per VO
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Methodologies: Farm

Total cost independent from usage level (no specific efficiency=
resources always allocated)

• General Efficiency: 100(∫coreUN / ∫core) 
• FarmPower = CPUPower·∫CPUFarm
• Power/Day-Core = FarmPower/∫CoreFarmUN
• Efficiency = (day-core working)/(day-core allocated) = 
∫(#core·%UN)/∫#core *
– * both global and per Farm
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Further Info

• http://web.infn.it/CCR/index.php/note-interne-ccr/69-note-interne-ccr-
2009/271-ccr-332009p-calcolo-scientifico-prime-metodologie-quantitative-
per-un-ambiente-di-produzione sorry, in italian, but for any question you
can contact:

– Me (alberto.ciampa@pi.infn.it)
– Enrico Mazzoni (enrico.mazzoni@pi.infn.it)
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