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The Data

Figure: The SIGMA data
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Characteristics of a good solution

An ideal algorithm would:

1 sequentially monitor data stream over time

2 detect anomalies as soon as possible after they occur

3 work flexibly with different kinds of data/anomalies

4 be fast, scaling well with large amounts of data
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Expected and Actual counts

significance = f (expected count, actual count)

When working with count data, we use Poisson random variables.
Denoting the actual count xt and the expected count λ, we have

significance p-value = P(Poisson(λ) ≥ xt)

Using Wilks theorem to approximate twice the Poisson log-likelihood ratio
by a χ2

1 random variable, we have that

(significance sigma-value)2

2
= xt log

(xt
λ

)
+ λ

(xt
λ

− 1
)

We use thresholds of 4.5 for a 3-sigma event, 12.5 for a 5-sigma event, etc.
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Working with Intervals

We test the null hypothesis Xt ∼ Poisson(λ) against an alternate
hypothesis Xt ∼ Poisson(µλ), where we consider two options:

• A fixed µmin > 1 (Page’s method) [1]

• A range µ ≥ µmin > 1 (FOCuS method) [2]

Broadly speaking, Page’s method can be compared to using one window of
size hmax, and the FOCuS method to checking all windows of size
h ≤ hmax.
We call the associated likelihood ratio statistic ST (µ)

ST (µ) = max
τ≤T

T∑
t=τ

[xt log (µ) + λ (µ− 1)]
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Working with Intervals

Anomalous intervals [τ,T ] in the raw signal correspond to anomalous
points in the significance trace ST (µ).
This means that it’s a lot easier to identify anomalies in the significance
trace.

Figure: Points become intervals.
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Working with long fluctuations

The data exhibits slight upward/downward drifts over long intervals.

Figure: Significance plot for different minimum anomaly sizes.

We fix this by implementing a minimum threshold µmin for anomaly size.
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Working with small fluctuations

The real data contains noise fluctuations around the simulated ideal.

Figure: Significance plot of real data versus simulated data.

This can be dealt with by slightly raising the sigma threshold in order to
achieve the desired average run length.
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Working with large anomalies

There are a few large anomalies in the data

Figure: Two consecutive hours’ worth of data, on different plots to show the scale.
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Working with large anomalies

These can skew our method, causing long tail traces

Figure: Signal running over anomaly from previous slide
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Removing tail traces

We institute a parameter hclear that will remove any start points further in
the past than hclear if in the interval [T − hclear,T ] contains no possible
start points for an anomaly of size at least µmin.

ST (µmin) = min
t∈[T−hclear,T ]

St(µmin)

max
µ>µmin

ST (µ) = min
t∈[T−hclear,T ]

max
µ>µmin

St(µ).

Can implement ascending minimum vector algorithm so computational
cost not dependent on hclear.
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Removing tail traces

Figure: Signal running over anomaly from previous slide
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Looking for threats

Figure: Example threat (of intensity µ ≈ 1.1)
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Looking for threats

Figure: Thirty minutes of data, with and without the example threat
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Looking for threats

Figure: FOCuS identifies the threat signature
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