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PHYSICS OBJECTS
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Short Recap

Physics objects:  
Many classes: charged leptons, jets, b-jets, boosted objects … 
Lepton ID: multivariate discriminant, isolation 

All objects must be properly calibrated: 
Tracks: alignment of tracking detectors (not shown) 
Leptons: scale factors, e.g. via tag&probe method 
Jets: today…
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What is a Jet?
Jets can be defined on different technical levels: 

Parton level: for calculations in perturbative QCD 
(“theory jets”) 
Particle level: jets reconstructed from stable hadrons  
Detector level: jets reconstructed from energy deposits 
in calorimeter and/or tracks in tracking detectors 

Design of successful jet algorithms: 
Independent of technical level 
Invariant under Lorentz boosts 
Comparison with theory: infrared and collinear safe  
→ find same jet even after emitting soft/collinear radiation

www-cdf.fnal.gov 

https://www-cdf.fnal.gov/physics/new/top/2004/jets/cdfpublic.html
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Infrared and Collinear Safety
Goal: jet definition on robust on all technical levels against additional 
radiation (low momentum or small angle)

Jets (p. 8)

Introduction

Background Knowledge
Jets as projections

jet 1 jet 2

LO partons

Jet Def n

jet 1 jet 2

Jet Def n

NLO partons

jet 1 jet 2

Jet Def n

parton shower

jet 1 jet 2

Jet Def n

hadron level

π π

K
p φ

Projection to jets should be resilient to QCD effects

G. Salam 

https://gsalam.web.cern.ch/gsalam/repository/talks/2008-cteq-mcnet.pdf
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Sequential Recombination
Jets at the LHC: sequential recombination 

Infrared/collinear safe by construction 
Define distance measure dij between  
particles i, j and distance of particle i to beam axis diB 
LHC standard: “anti-kt algorithm”  
 

Sequential recombination algorithm: 
Compute dij for all pairs of (pseudo-)particles,  
combine pairs with dij < diB to new pseudo-particles 
Termination condition: pseudo-particle → jet if diB is the smallest distance dij

Sequential recombination
Step 1:
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LHC Run 2:  
R = 0.4 (“ak4”)
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Jet Reconstruction
Starting points for energy reconstruction in 
calorimeter: 

Calorimeter towers: fixed grid grouping calorimeter 
cells, e.g. Δη×Δ𝜙 = 0.1×0.1 
Topological clusters (“topo clusters”): groups of 
cells with energy deposits 

Jet reconstruction strategies: 
Pure calorimeter jets or track jets 
Combination of calorimeter and tracker information  
Particle flow: optimal combination of subdetectors 
for reconstruction of each particle type

P. Loch

r

𝜙

Topological  
Clusters

η

𝜙

Calorimeter Towers
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Particle Flow Calorimetry
Jet reconstruction with traditional calorimetry: 

Reconstruct jet energies from ECAL and HCAL 
energy deposits 
Approx. 70% from HCAL with rather poor energy 
resolution (≳ 50%/√E) 

Particle flow calorimetry: jet reconstruction 
exploiting each sub-detector optimally 

Tracker: charged particle momentum 
ECAL: photon energy and bremsstrahlung 
HCAL: only neutral hadrons (n, KL) → only 10% of 
jet energy reconstructed with rather bad resolution

M
. Thom

son

4/27 

Particle Flow Paradigm 
!  Particle flow approach: 

"   Try and measure energies of individual particles  
"   Reduce dependence on intrinsically �poor��HCAL resolution 

EJET = ETRACK + Eγ + En  

Mainz, February 2013 Mark Thomson Mark Thomson 

!  Idealised Particle Flow Calorimetry paradigm: 
"   charged particles measured in tracker  (essentially perfectly) 
"   Photons in ECAL                                     
"   Neutral hadrons (and ONLY neutral hadrons) in HCAL 
"   Only 10 % of jet energy from HCAL  

EJET = EECAL + EHCAL 

n 
π+ 

γ#

improved jet energy resolution Traditional Calorimetry

4/27 

Particle Flow Paradigm 
!  Particle flow approach: 

"   Try and measure energies of individual particles  
"   Reduce dependence on intrinsically �poor��HCAL resolution 

EJET = ETRACK + Eγ + En  

Mainz, February 2013 Mark Thomson Mark Thomson 
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Particle Flow Calorimetry
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Jet Calibration: CMS Method
Multi-stage jet energy corrections in CMS: 
 
 
 
 
 
 
 

Pileup and electronic noise correction (MC-based + additional “residual correction” for data) 
Response correction: uniform response as a function of pT and η (MC) 
Residual corrections for data in η (dijet events with one well-calibrated jet in the barrel region) 
Residual corrections for data in pT (balance of Z or γ recoiling against jet) 
(optional) Jet flavor correction: different response from light quarks, gluons, heavy quarks (MC)

2017 JINST 12 P02014 

2017 JINST 12 P02014

Reconstructed
Jets

MC + RC

MC

Pileup

MC

Response (pT , ⌘)

dijets

Residuals(⌘)

�/Z+jet, MJB

Residuals(pT )

MC

Flavor

Calibrated
Jets

Applied to simulation

Applied to data

Figure 2. Consecutive stages of JEC, for data and MC simulation. All corrections marked with MC are
derived from simulation studies, RC stands for random cone, and MJB refers to the analysis of multijet events.

The pileup o�set corrections, discussed in section 4, are determined from the simulation of
a sample of dijet events processed with and without pileup overlay. They are parameterized as a
function of o�set energy density ⇢, jet area A, jet pseudorapidity ⌘, and jet transverse momentum
pT. Corrections for residual di�erences between data and detector simulation as a function of ⌘ are
determined using the random cone (RC, section 4.3) method in zero-bias events (section 3.2). The
pileup o�set corrections are determined both before and after CHS, which removes tracks identified
as originating from pileup vertices.

The simulated jet response corrections are determined with a CMS detector simulation based
on G����4 [18] combined with the ������ 6.4 [19] tune Z2* [20], as discussed in section 5. The
corrections are determined for various jet sizes. The default corrections are provided for the QCD
dijet flavor mixture as a function of pT and ⌘. Uncertainties arising from the modeling of jet
fragmentation are evaluated with ������++ 2.3 [21] tune EE3C [22], and uncertainties from the
detector simulation are evaluated with the CMS fast simulation [23].

The residual corrections for data are discussed in section 6. The ⌘-dependent corrections are
determined with dijet events, relative to a jet of similar pT in the barrel reference region |⌘ | < 1.3.
These corrections include a pT dependence of the JES relative to the JES of the barrel jet for
pT > 62 GeV and up to about 1 TeV, the limit of available dijet data. The absolute scale, together
with its pT dependence within |⌘ | < 1.3 for 30 < pT < 800 GeV, is measured combining photon+jet,
Z(! µµ)+jet and Z(! ee)+jet events. The pT dependence at pT > 800 GeV is constrained with
multijet events. Detailed studies are performed to correct for biases in the data-based methods due
to di�erences with respect to the MC simulation in ISR+FSR as well as in jet pT resolution.

The optional jet-flavor corrections derived from MC simulation are discussed in section 7
together with the JEC flavor uncertainty estimates based on comparing ������ 6.4 and ������++
2.3 predictions. These uncertainties are applicable to data vs. simulation comparisons regardless of
whether or not the jet-flavor corrections are applied. The flavor corrections and their uncertainties
for b-quark jets are checked in data with Z+b events. The consecutive steps of the JEC are illustrated
in figure 2.

The jet pT resolutions are determined with both dijet and photon+jet events, as discussed in
section 8. The reference resolutions obtained from simulation are parameterized as a function of
particle-level jet pT, ptcl (defined in section 2) and average number µ of pileup interactions in bins
of jet ⌘. Corrections for di�erences between data and MC simulation are applied as ⌘-binned scale
factors.

– 3 –

http://iopscience.iop.org/article/10.1088/1748-0221/12/02/P02014/meta
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Jet Calibration: Results

Typical uncertainties of jet energy corrections: 1–2% 
Uncertainties propagated into more complex observables, e.g. ETmiss 
Jet energy resolution in data worse than in MC → “smear” MC

2017 JINST 12 P02014
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Figure 44. Summary of JES systematic uncertainties as a function of jet pT (for 3 di�erent |⌘jet | values,
left) and of ⌘jet (for 3 di�erent pT values, right). The markers show the single e�ect of di�erent sources, the
gray dark band the cumulative total uncertainty. The total uncertainty, when excluding the e�ects of time
dependence and flavor, is also shown in yellow light. The plots are limited to a jet energy E = pT cosh ⌘ =
4000 GeV so as to show only the correction factors for reasonable pT in the considered data-taking period.

– 61 –
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http://iopscience.iop.org/article/10.1088/1748-0221/12/02/P02014/meta
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B-Tagging
B-tagging algorithms at hadron colliders based on: 

Secondary vertices and tracks with large impact 
parameter: long B hadron lifetime (picoseconds) 

Soft leptons: semileptonic decays B → ℓ𝜈X  

Large b-quark mass: wider jets, large relative pT 
of lepton in B → ℓ𝜈X  

Hard b-quark fragmentation: B hadron carries 
most of b-quark energy 

LHC Run 2: above criteria combined in multivariate 
discriminant (increasingly based on deep learning) 

Relevant e.g. for t → Wb, H→bb, Z→bb

d0: impact 
parameter

Lxy: 2D distance  
to primary vertex

DØ
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B-Tagging Performance
Performance of b-tagging 
algorithms: 

b-jet tagging efficiency: fraction 
of true b-jets tagged as b-jets 
Misidentification probability 
(“mistag rate”): fraction of true light-
flavor (uds), charm (c), or gluon (g) 
jets wrongly tagged as b-jets 
Depends on physics process 
considered, popular benchmark: tt 
Representation: receiver-
operating characteristic (ROC)

b jet efficiency
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Figure	1:	Performance	of	the	DeepCSV	and	DeepFlavour	b	jet	idenCficaCon	algorithms	
demonstraCng	the	probability	for	non-b	jets	to	be	misidenCfied	as	b	jet,	as	a	funcCon	of	the	
efficiency	to	correctly	idenCfy	b	jets.	The	curves	are	obtained	on	simulated	cbar	events	
using	jets	within	|η|<2.5	and	with	pT>30	GeV,	b	jets	from	gluon	splibng	to	a	pair	of	b	quarks	
are	considered	as	b	jets.	For	comparison,	the	performance	of	DeepCSV	with	the	2016	
detector	(Phase	0)		are	also	shown.	The	absolute	performance	in	this	figure	serves	as	an	
illustraCon	since	the	b	jet	idenCficaCon	efficiency	depends	on	the	event	topology	and	on	the	
amount	of	b	jets	from	gluon	splibng	in	the	sample.		

Performance	for	jet	pT>30	GeV	

5	

CMS Expected B-Tagging Performance 2017

CMS DP-2018/33 
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B-Tagging Calibration
CMS Preliminary  (13 TeV, 2017)-141.5 fb
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Figure	3:	Data-to-simulaCon	scale	factors	for	b	jets	as	a	funcCon	of	the	jet	pT	for	the	loose	CSVv2	
(lek)	and	the	medium	DeepCSV	(right)	algorithm	working	points.	The	upper	panels	show	the	scale	
factors	for	tagging	b	as	a	funcCon	of	the	jet	pT	measured	with	the	various	methods.	To	increase	
the	visibility	of	the	individual	measurements,	the	scale	factors	obtained	with	various	methods	are	
slightly	displaced	with	respect	to	the	bin	centre	for	which	the	measurement	was	performed.	The	
inner	error	bars	represent	the	staCsCcal	uncertainty	and	the	outer	error	bars	the	combined	
staCsCcal	and	systemaCc	uncertainty.	The	combined	scale	factors	with	their	overall	uncertainty	
are	displayed	as	a	hatched	area.	The	lower	panels	show	the	same	combined	scale	factors	with	the	
result	of	a	fit	funcCon	(solid	curve)	superimposed.	The	combined	scale	factors	with	the	overall	
uncertainty	are	centred	around	the	fit	result.	The	last	bin	includes	the	overflow	entries.	

Efficiency	and	scale	factor	measurements	

11	

Calibration of b-tagging algorithms: 
Method: measure tagging efficiency 
and mis-ID probability for benchmark 
processes (e.g. QCD dijets, tt) with 
different methods in data and MC  
→ correct MC with scale factor SFb 
depending on jet kinematics 

Several working points (= cuts on b-
tagging discriminant) with fixed mis-
identification probability, e.g. 10% 
(“loose”), 1% (“medium”), 0.1% (“tight”) 

Very useful: calibration of full b-tagging 
discriminant shape
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Boosted Objects
Significant fraction of LHC events 
contains decays of heavy particles 
with large transverse momenta  
(pT ≳ 200 GeV)  

Decay products strongly collimated 
through large Lorentz boost 
Need novel algorithms to reconstruct 
jet substructure and tag W/Z/H/top 
Standard model example: associated 
ttH production with H → bb decay 
BSM example: heavy Z’ decay

Courtesy of S. Williamson
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Jet Substructure Algorithms

106 Chapter 7. Boosted Objects
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Figure 7.2: Distance of the decay products of Higgs bosons decaying into two bottom quarks (left)
and hadronically decaying top quarks (right) in the ⌘-� plane di↵erential in the trans-
verse momentum of the decaying massive particle. Densely populated phase-space
regions are displayed in red, sparsely populated phase-space regions are displayed in
blue. The massive particles are taken from ttH events simulated with a center-of-
mass energy of 13 TeV. The e↵ective distance �Rbqq used to describe the three decay
products of the top quark is defined by Eq. (7.1) in the text.

The input for the clustering of the fat jets is given by the particle-flow candidates,
obtained as described in Section 4.5. For the reconstruction of boosted massive particles
only hadronic decays are considered. In this analysis prompt charged leptons are only
expected to come from the leptonic top-quark decay. For this reason, isolated charged
leptons fulfilling the loose lepton selections described in Section 4.9.2 are omitted in the
clustering.

7.2. Substructure Algorithms

The environment of proton-proton collisions and especially of ttH events is very “busy”.
In addition to particles stemming from the hard interaction reconstructed particles orig-
inating from various other sources, like pile-up, the underlying event, and initial state
radiation, can be found in the final state. Even though a major part of this contamina-
tion is removed by selection and cleaning steps, because of their large cone size, the fat
jets remain prone to these e↵ects. Impurities clustered into fat jets hide the distinctive
features of massive particle decays, as the distributions of reconstructed observables are
washed out. In order to obtain more information about the process underlying the parti-
cles clustered into the fat jet, substructure algorithms are applied. These algorithms aim
at removing the contamination and extracting the substructure of the fat jet.

In the following sections, some of the algorithms used for the investigation of the sub-
structure of jets are introduced. The algorithms are divided into two subgroups. In
Section 7.2.1, the declustering algorithms, which undo the clustering history of the fat jets
and remove soft constituents, are discussed. Jet grooming techniques, which are described
in Section 7.2.2, rely on the reclustering of the fat jet constituents with a modified clus-
tering configuration. Additionally, the variable N-Subjettiness, which parameterizes the

S. Williamson, Dissertation, KIT (2016) 

Reconstruction of boosted objects: very active field at the LHC 
General idea: reconstruct “fat jets” and study their substructure 
More general sequential recombination jet algorithm:  
 
 
 
(n = 0: Cambridge/Aachen, n = +1: kt, n = –1: anti-kt) 
Anti-kt jets: hard particle first clustered with surrounding 
soft particles →  reversion of clustering steps 
(“declustering”) not meaningful  

Jet clustering with Cambridge/Aachen or kt algorithm  
→ declustering reveals substructure 
Typical fat-jet radius parameters: R = 0.8–1.5

diB = k2n
t ,i

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

dij = min(k2n
t ,i , k2n

t ,j )
�R2
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�R ⇡ 2M
pT
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Jet Substructure Algorithms

Analysis of jet substructure: 
Iterative declustering of fat jet 
Grooming: removal of uncorrelated 
wide-angle soft emission from fat jet  
→ better mass resolution, reduced 
pileup dependence 
Jet shape algorithms,  
e.g. N-subjettiness 
More involved algorithms used for 
tagging top and Higgs: combination 
of jet shape algorithms with grooming

CMS-PAS-B2G-17-001

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/B2G-17-001/index.html
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Jet Substructure LandscapeSome taggers and jet-substructure observables

Jet Declustering

Jet Shapes

Matrix−Element

Seymour93

YSplitter

Mass−Drop+Filter

JHTopTagger TW

CMSTopTagger

N−subjettiness (TvT)

CoM N−subjettiness (Kim)

N−jettiness

HEPTopTagger
(+ dipolarity)

Trimming

Pruning

Planar Flow

Twist

ATLASTopTagger

Templates

Shower Deconstruction

Qjets

Multi−variate tagger

ACF

apologies for omitted taggers, arguable links, etc.

Gavin Salam (CERN/Princeton/CNRS) Boost Theory Summary Boost 2012-07-27 6 / 33

G. Salam, BOOST 2012
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N-Subjettiness: Signatures
Top-quark decay: 
3-prong structure JHEP03(2011)015
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Figure 4. Left: Decay sequences in (a) tt and (c) dijet QCD events. Right: Event displays for
(b) top jets and (d) QCD jets with invariant mass near mtop. The labeling is similar to figure 1,
though here we take R = 0.8, and the cells are colored according to how the jet is divided into
three candidate subjets. The open square indicates the total jet direction, the open circles indicate
the two subjet directions, and the crosses indicate the three subjet directions. The discriminating
variable τ3/τ2 measures the relative alignment of the jet energy along the crosses compared to the
open circles.
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QCD quark/gluon jet: 
diffuse, no clear structure

JHEP03(2011)015
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Figure 4. Left: Decay sequences in (a) tt and (c) dijet QCD events. Right: Event displays for
(b) top jets and (d) QCD jets with invariant mass near mtop. The labeling is similar to figure 1,
though here we take R = 0.8, and the cells are colored according to how the jet is divided into
three candidate subjets. The open square indicates the total jet direction, the open circles indicate
the two subjet directions, and the crosses indicate the three subjet directions. The discriminating
variable τ3/τ2 measures the relative alignment of the jet energy along the crosses compared to the
open circles.
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N-Subjettiness: Definition
Jet-shape variable N-subjettiness 𝜏N: energy flow inside fat jets 

Jet with M particles → deviation of energy flow from N subjet axes  
 
 
 
 

ΔRiJ: η-𝜙 distance from subjet axis J 

Smaller 𝜏N → better description with  
N (or fewer) subjet axes  
Good observables: ratios 𝜏N/𝜏N–1,  
e.g. 𝜏3/𝜏2 for top, 𝜏2/𝜏1 for W, Z, H
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Figure 5. Distributions of (a) τ1, (b) τ2 and (c) τ3 for boosted top and QCD jets. For these
plots, we impose an invariant mass window of 145 GeV < mjet < 205 GeV on jets with R = 0.8,
pT > 300GeV and |η| < 1.3.
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Figure 6. Distributions of (a) τ2/τ1 and (b) τ3/τ2 for boosted top and QCD jets. The selection
criteria are the same as in figure 5. We see that τ3/τ2 is a good discriminating variable between
top jets and QCD jets. In this paper, we do not explore τ2/τ1 for top jets, though it does contain
additional information.
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Figure 7. Density plots in the (a) τ1–τ2 plane and (b) τ2–τ3 plane for boosted top and QCD
jets. The selection criteria are the same as in figure 5. These plots suggest further improvement in
boosted top identification is possible with a multivariate method.
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Short Summary

Jet reconstruction:  
Sequential recombination: infrared and collinear safe 
Multi-stage calibration of energy scale 

Identification of b-jets: key to many process 
Multivariate b-tagging algorithms 
Scale factors for differences between data and MC 

Boosted jets: special treatment
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BACKGROUND ESTIMATION

!22
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Sidebands

General idea: extract information on 
background in phase space region that 
is signal-depleted but representative 
of signal region 

Sideband techniques:  
Use case: signal = narrow invariant 
mass peak on large (often 
combinatorial) background (e.g. H → γγ) 
Estimate background normalization 
(sometimes: also shape) from the same 
invariant mass spectrum outside peak
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Control Regions

Use case: MC simulation of background in signal region unreliable  
(e.g. corner of phase space that is not well modeled or lacking 
statistics) 

Event selection for control region such that signal and control regions 
are mutually exclusive (jargon: “orthogonal”), e.g. by inverting 
certain selection criteria 

Measure background normalization (and shape) in control region, 
transfer to signal region (usually using MC simulation)
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Control Regions: ABCD Method

Idea: measure background in three control regions  
→ predict background in signal region 

Define four regions A, B, C, D in space of uncorrelated  
observables x and y → signal in A (small x AND small y) 
Measure background b in B, C, D → background in A given by 
 
 

Example: CMS H → 𝜏𝜏 analysis – QCD multijets in H → 𝜏h𝜏ℓ 
Observables: charge sign (same vs. opposite charge)  
and isolation of hadron and lepton (tight vs. relaxed)

A B

C D

x

y

b(A) =
b(B) ⇥ b(C)

b(D)
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Closure Test
Background estimation from sidebands 
or control regions: consistency check 
required 

Closure test: does the method “close” 
on simulated events (i.e. is known 
background process predicted 
accurately, are there biases)? 
Often: amount of “non-closure” used as 
systematic uncertainty due to 
background estimation method 

Example: closure test of tau modeling 
method in H → 𝜏𝜏 (“embedding”)
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In-Situ Background Determination

So far: a-priori expectation of background normalization of shape in 
signal region from MC simulation or data-driven method 

Signal extraction in many analyses: profile-likelihood fit 
Simultaneous fit of signal and control region(s)   
→ background in control region(s)  
constrains background in signal region 
Systematic uncertainties included as nuisance  
parameters  (e.g. normalization and shape from  
ABCD = nominal value, uncertainty from closure test) 
Assumptions: fit model adequate, correlations  
between signal and control regions well modeled

some variable

en
tri

es Control Region

some variable

en
tri

es Signal Region

signal

background
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Summary
Various methods to determine backgrounds: MC simulation or data-driven 
methods 

Data-driven methods: Measure background in signal-depleted region in data  
→ estimate background in signal-enriched region (closure test required) 

Various techniques, specific to analysis and background: 
Combinatorial background underneath mass peak: fit to parametric signal and 
background model  

Continuum background: control regions, ABCD method, … 
If background is hard to model: embedding of MC objects in data events 

Simultaneous profile-likelihood fits to signal and control regions 
…
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ADVANCED SIGNAL ANALYSIS

!29
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Differential Cross Section

So far: reconstructed distributions of kinematic observables compared 
to expected distributions (from MC and/or data)  

All physics effects forward-folded with detector effects (e.g. resolution) 
Problem: distributions cannot be compared between experiments 

Way out: measurements presented as differential cross sections  
= cross sections as a function of one or more kinematic observable 

Detector effects corrected by unfolding procedure 
Typical result: fiducial differential cross section on level of stable particles 
Differential distributions contain more information on physics processes 
than inclusive cross sections → more detailed comparison with theory
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Unfolding Techniques

Determine true distribution f(y) from reconstructed distribution g(x): 
Relation: Fredholm integral equation 
 
 

x: observed (reconstruction-level) kinematics, y: “true” kinematics 
R(x|y) transfer function (“translation” from true to reconstructed 
kinematics), can be factorized in acceptance function A(x|y) and 
efficiency function 𝜖(y) 
b(x) background distribution

g(x) =
Z

R(x|y) f (y) dy + b(x) =
Z

A(x|y) ✏(y) f (y) dy + b(x)
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Unfolding Techniques

Unfolding = solving integral equation for f(y)  
→ ill-posed mathematical problem, typical solutions: 

First step: discretization (= histograms), response/migration matrix R  
 
 

If R ~ diagonal: bin-by-bin correction factors ci may be sufficient: 
 

Matrix inversion of R: numerically unstable due to statistical fluctuations  
→ additional assumption: smooth distributions (“regularization”)

gi = ci fj + bi
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
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Bin-by-bin Unfolding: H → ZZ → 4ℓ 
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Matrix Unfolding: H → WW 

JHEP 03 (2017) 032 
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Figure 1. Distributions of the mℓℓ variable in each of the six pHT bins. Background normalizations
correspond to the values obtained from the fit. Signal normalization is fixed to the SM expectation.
The distributions are shown in an mT window of [60,110]GeV in order to emphasize the Higgs
boson (H) signal. The signal contribution is shown both stacked on top of the background and
superimposed on it. Ratios of the expected and observed event yields in individual bins are shown
in the panels below the plots. The uncertainty band shown in the ratio plot corresponds to the
envelope of systematic uncertainties after performing the fit to the data.
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Figure 2. Distributions of the mT variable in each of the six pHT bins. Background normalizations
correspond to the values obtained from the fit. Signal normalization is fixed to the SM expectation.
The distributions are shown in an mℓℓ window of [12,75]GeV in order to emphasize the Higgs
boson (H) signal. The signal contribution is shown both stacked on top of the background and
superimposed on it. Ratios of the expected and observed event yields in individual bins are shown
in the panels below the plots. The uncertainty band shown in the ratio plot corresponds to the
envelope of systematic uncertainties after performing the fit to the data.
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Figure 3. Differential Higgs boson production cross section as a function of the reconstructed pHT,
before applying the unfolding procedure. Data values after the background subtraction are shown
together with the statistical and the systematic uncertainties, determined propagating the sources
of uncertainty through the fit procedure. The line and dashed area represent the SM theoretical
estimates in which the acceptance of the dominant ggH contribution is modelled by powheg V1.
The sub-dominant component of the signal is denoted as XH=VBF+VH, and is shown with the
cross filled area separately.

8 Unfolding and treatment of systematic uncertainties

To facilitate comparisons with theoretical predictions or other experimental results, the

signal extracted performing the fit has to be corrected for detector resolution and efficiency

effects and for the efficiency of the selection defined in the analysis. An unfolding procedure

is used relying on the RooUnfold package [84], which provides the tools to run various

unfolding algorithms.

For every variable of interest, simulated samples are used to compare the distribution

of that variable before and after the simulated events are processed through CMS detector

simulation and events reconstruction. The detector response matrix M is built according

to the following equation:

RMC
i =

n∑

j=1

MijT
MC
j , (8.1)

where TMC and RMC are two n-dimensional vectors representing the distribution before

and after event processing through CMS simulation and reconstruction, respectively. The

dimension n of the two vectors corresponds to the number of bins in the distributions,

equal to six in this analysis. The response matrix M includes all the effects related to

the detector and analysis selection that affect the RMC distribution. To avoid the large
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Figure 4. Response matrix normalized by row (left) and by column (right) including all signal
processes. The matrices are normalized either by row (left) or by column (right) in order to show
the purity or stability respectively in diagonal bins.

variance and strong negative correlation between the neighbouring bins [38], the unfolding

procedure in this analysis relies on the singular value decomposition [85] method based on

the Tikhonov regularization function. The regularization parameter is chosen to obtain

results that are robust against numerical instabilities and statistical fluctuations, following

the prescription described in ref. [85]. It has been verified using a large number of simulated

pseudo-experiments that the coverage of the unfolded uncertainties obtained with this

procedure is as expected.

The response matrix is built as a two-dimensional histogram, with the generator-level

pHT on the y axis and the same variable after the reconstruction on the x axis, using the same

binning for both distributions. The resulting detector response matrix, including all signal

sources and normalized by row, is shown in figure 4(left). The diagonal bins correspond to

the purity P , defined as the ratio of the number of events generated and reconstructed in a

given bin, to the number of events generated in that bin. The same matrix, normalized by

column, is shown in figure 4(right). In this case the diagonal bins correspond to the stability

S, defined as the ratio of the number of events generated and reconstructed in a given bin,

and the number of events reconstructed in that bin. The P and S parameters provide an

estimate of the pHT resolution and migration effects. The main source of bin migrations

effects in the response matrix is the limited resolution in the measurement of Emiss
T .

Several closure tests are performed in order to validate the unfolding procedure. To

estimate the uncertainty in the unfolding procedure due to the particular model adopted for

building the response matrix, two independent gluon fusion samples are used, corresponding

to two different generators: powheg V1 and JHUGen generators, both interfaced to

Pythia 6.4. The JHUGen generator sample is used to build the response matrix while the

powheg V1 sample is used for the measured and the MC distributions at generator level.

The result of this test shows good agreement between the unfolded and the distribution

from MC simulation.
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Figure 5. Higgs boson production cross section as a function of pHT, after applying the unfolding
procedure. Data points are shown, together with statistical and systematic uncertainties. The
vertical bars on the data points correspond to the sum in quadrature of the statistical and systematic
uncertainties. The model dependence uncertainty is also shown. The pink (and back-slashed filling)
and green (and slashed filling) lines and areas represent the SM theoretical estimates in which the
acceptance of the dominant ggH contribution is modelled by HRes and powheg V2, respectively.
The subdominant component of the signal is denoted as XH=VBF+VH and it is shown with the
cross filled area separately. The bottom panel shows the ratio of data and powheg V2 theoretical
estimate to the HRes theoretical prediction.

To measure the inclusive cross section in the fiducial phase space, the differential mea-

sured spectrum is integrated over pHT. In order to compute the contributions of the bin

uncertainties of the differential spectrum to the inclusive uncertainty, error propagation

is performed taking into account the covariance matrix of the six signal strengths. For

the extrapolation of this result to the fiducial phase space, the unfolding procedure is not

needed, and the inclusive measurement has only to be corrected for the fiducial phase space

selection efficiency ϵfid. Dividing the measured number of events by the integrated lumi-

nosity and correcting for the overall selection efficiency, which is estimated in simulation

to be ϵfid = 36.2%, the inclusive fiducial σ B, σfid, is computed to be:

σfid = 39± 8 (stat)± 9 (syst) fb, (9.2)

in agreement within the uncertainties with the theoretical estimate of 48± 8 fb, computed

integrating the spectrum obtained with the powheg V2 program for the ggH process and

including the XH contribution.

– 17 –

https://link.springer.com/article/10.1007%2FJHEP03%282017%29032
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Matrix-Element Method
Entire parton-level kinematics of a process contained in squared 
scattering amplitude (“matrix element”, ME) 

Matrix-element method (MEM): construct event-based likelihood 
discriminant that fully exploits all information from matrix element 

Likelihood function for a given process contains hard-scattering matrix element 
for that process (→ next slide) 
For each event: ratio of likelihood functions for observed set of kinematic 
variables x under signal hypothesis S and background hypotheses Bi  
 
 

Full discriminant: product of event-based discriminants for all events

R(x) =
L(x|S)

L(x|S) +
P

i ci L(x|Bi )
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
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Matrix Element and Phase Space
Main ingredient of event-based likelihood: differential parton-level cross 
sections for signal and (main) backgrounds 

Consider cross section for all processes pp → y with parton-level kinematics y that 
could have led to the reconstruction-level final state x with kinematics x 
 
 
 

Approach uses QCD factorization: PDFs fj, fk, (squared) hard-scattering matrix 
element M, Lorentz-invariant phase space measure dΦ 
Current implementations: LO matrix elements (NLO in the works) 
Integration over all unobserved variables in the event: momentum fractions of 
colliding partons, phase space integral → often numerically expensive

matrix 
element

phase 
spacePDFs

�(pp ! y ) =
partonsX

jk

Z 1

0
dzj dzk fj (zj ) fk (zk )

(2⇡)4

zjzk s
|M(jk ! y )|2 d�.

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
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Transfer Functions
Translation of parton-level final state to reconstruction level:  

Folding with transfer functions W(x|y) determined from MC simulation 

W(x|y) accounts for limited detector resolution and combinatorics in 
matching parton level and reconstruction level objects (especially quarks/
gluons → jets) 
 

Normalization to (fiducial) cross section of process P = S, B 
 
 
 
and facc(x) = 0;1 acceptance for single event with kinematics x

�(pp ! x) =
Z

�(pp ! y ) W (x|y) dy
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

L(x|P) =
�(pp ! x)

�P
obs
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with �P
obs =

Z
�(pp ! y ) W (x|y) · facc(x) dx dy
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MEM Application: H → ZZ → 4ℓ
H → ZZ → 4ℓ  angular analysis  
→ Higgs-boson spin and parity 

Kinematics fully determined by 
2 masses mZ1, mZ2 
Decay planes of Z1,2   
→ 5 angles Ω = (θ*, 𝜙1, 𝜙, θ1, θ2)  

Polar angle of Z bosons (θ*) 
Azimuthal angle of Z1 plane (𝜙1) 
Azimuthal angle of Z2 plane  
relative to Z1 plane (𝜙) 
Polar angles of leptons relative to Z1,2 (θ1,2)

4.3 The Discovery of a New Particle in the Bosonic Decay Channels 113

Fig. 4.17 Angles in the H → Z Z → 4ℓ decay system as defined in the text

wherePkin
0+ corresponds to the probability for the leptons to endup in the given angular

configuration in the case of signal andPkin
bkg corresponds to the same probability in the

case of Z Z background. In Eq. (4.3) the index 0+ indicates the spin 0 and CP even
character of the SMHiggs boson signal, which is encoded in the angular distributions.

Defined in this way the variable Dkin
bkg carries no discriminating power based on

m4ℓ between the signal and background contributions, which motivates its use as a
second discriminating variable. In the inlet of Fig. 4.16 the distribution in the mass
range from 100 to 160GeV is shown for the subset of events with Dkin

bkg > 0.5.
With this restriction both prominent peaks of the Zγ∗ and Z Z background can be
effectively suppressed, while the signal at m4ℓ = 126GeV remains. Finally, in the
0/1-jet event category the transverse momentum of the four lepton system, p4ℓT and

 R. Wolf

http://link.springer.com/book/10.1007/978-3-319-18512-5
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MEM Application: MELA
Application of MEM to angular 
analysis of H → ZZ → 4ℓ   

MELA: Matrix Element Likelihood 
Analysis (based on PRD 81 (2010) 
075022) → already applied for CMS 
Higgs discovery analysis 
Purely leptonic final state: no phase 
space integration and transfer 
functions required  
MELA discriminant: 

CMS Collaboration / Physics Letters B 716 (2012) 30–61 37

Fig. 5. The distribution of events selected in the 4ℓ subchannels for the kinematic
discriminant K D versus m4ℓ . Events in the three final states are marked by filled
symbols (defined in the legend). The horizontal error bars indicate the estimated
mass resolution. In the upper plot the colour-coded regions show the background
expectation; in the lower plot the colour-coded regions show the event density
expected from a SM Higgs boson (mH = 125 GeV) (both in arbitrary units). (For in-
terpretation of the references to colour in this figure legend, the reader is referred
to the web version of this Letter.)

data, falls steeply between 110 and 140 GeV, and has a value of 0.6
at mH = 125 GeV. The observed upper limit indicates the presence
of a significant excess in the range 120 < mH < 130 GeV. The local
p-value is shown as a function of mH in Fig. 6 for the 7 and 8 TeV
data, and for their combination. The minimum local p-value in the
data occurs at mH = 125.6 GeV and has a significance of 3.2σ (ex-
pected 3.8σ ). The combined best-fit signal strength for a SM Higgs
boson mass hypothesis of 125.6 GeV is σ /σSM = 0.7+0.4

−0.3.

6. Decay modes with low mass resolution

6.1. H → WW

The decay mode H → WW is highly sensitive to a SM Higgs bo-
son in the mass range around the WW threshold of 160 GeV. With
the development of tools for lepton identification and Emiss

T recon-
struction optimized for LHC pileup conditions, it is possible to ex-
tend the sensitivity down to 120 GeV. This decay mode is analysed
by selecting events in which both W bosons decay leptonically, re-
sulting in a signature with two isolated, oppositely charged leptons
(electrons or muons) and large Emiss

T due to the undetected neu-
trinos [129,130]. A pT threshold of 20 (10) GeV is applied to the
lepton leading (subleading) in pT. The analysis of the 7 TeV data
is described in Ref. [26] and remains unchanged, while the 8 TeV
analysis was modified to cope with more difficult conditions in-
duced by the higher pileup of the 2012 data taking.

Fig. 6. The observed local p-value for the ZZ decay mode as a function of the SM
Higgs boson mass. The dashed line shows the expected local p-values for a SM
Higgs boson with a mass mH.

Events are classified according to the number of jets (0, 1, or 2)
with pT > 30 GeV and within |η| < 4.7 (|η| < 5.0 for the 7 TeV
data set), and further separated into same-flavour (ee and µµ) or
different-flavour (eµ) categories. Events with more than two jets
are rejected. To improve the sensitivity of the analysis, the selec-
tion criteria are optimized separately for the different event cate-
gories since they are characterised by different dominating back-
grounds. The zero-jet eµ category has the best signal sensitivity.
Its main backgrounds are irreducible nonresonant WW produc-
tion and reducible W + jets processes, where a jet is misidentified
as a lepton. The one-jet eµ and zero-jet same-flavour categories
only contribute to the signal sensitivity at the 10% level because
of larger backgrounds, from top-quark decays and Drell–Yan pro-
duction, respectively. Event selection in the two-jet category is
optimized for the VBF production mechanism. This category has
the highest expected signal-to-background ratio, but its contribu-
tion to the overall sensitivity is small owing to the lower cross
section relative to inclusive production.

The projected Emiss
T variable [26] is used to reduce the Drell–

Yan background arising from events where the Emiss
T vector is

aligned with the lepton pT, as well as events with mismeasured
Emiss

T associated with poorly reconstructed leptons and jets. The
projected Emiss

T is defined as the transverse component of the Emiss
T

vector with respect to the closest lepton direction, if it is closer
than π/2 in azimuthal angle, or the full Emiss

T otherwise. Since
pileup degrades the projected Emiss

T resolution, the minimum of
two different projected Emiss

T definitions is used: the first includes
all particle candidates in the event, while the second uses only
the charged particle candidates associated with the primary ver-
tex. In the 8 TeV analysis, the minimum projected Emiss

T defined
in this way is then required to be above a threshold that varies
by category. For mH > 140 GeV, projected Emiss

T is required to be
greater than 20 GeV in the eµ channel, and greater than 45 GeV in
the same-flavour channels. For mH ! 140 GeV in the same-flavour
channels, where it is more difficult to separate the signal from the
Drell–Yan background, a multivariate selection is used, combining
kinematic and topological variables. In the two-jet category, a sim-
ple selection of Emiss

T > 45 GeV is applied. To further reduce the
Drell–Yan background in the same-flavour final states, events with
a dilepton mass within 15 GeV of the Z boson mass are rejected.

Phys. Lett. B716 (2012) 30

Color-coded 
regions: signal 
expectation for 
mH = 125 GeV

KD =
L(mZ1, mZ2,⌦; m4`|S)

L(mZ1, mZ2,⌦; m4`|S) + L(mZ1, mZ2,⌦; m4`|B)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.81.075022
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.81.075022
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Conclusions

Experimental particle physics: many tools and techniques, e.g. 
Simulation of collision processes: Monte-Carlo event generators 
Reconstruction, ID, calibration of all physics objects 
Treatment of background processes 

Many opportunities for you to dig deep into particle physics
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Measuring the Trigger Efficiency
 Tag&probe trigger efficiency definition: 
 
 
 
Motivate this definition by discussing the following questions:  

What is the purpose of the reference trigger?  
 

Why do we require the muon of the reference trigger to be isolated? What  
could happen if one considers any muon (also non-isolated)?  
 

ENHEP Tutorial: Trigger E�ciencies

U. Husemann, M. Schröder, Karlsruhe Institute of Technology

January 28, 2019

In this tutorial, we will study the topic of triggers, which are a crucial tool for data analysis
in particle physics. For example, we will learn how trigger e�ciencies can be measured.

The tuturial will take place on January 28, 2019, 15:00–16:00, and it will be carried out
on computers, running a standalone Python program on a ROOT input file. Therefore, you
are asked to bring a laptop and make sure beforehand that there is a working installation of

a recent Python3 version and ROOT6 with PyRoot support (the exercise has been tested with
ROOT version 6.14/08 and Python version 3.6.8). We encourage you to work in small teams of
up to three persons, and it is su�cient to have one laptop per group. All further instructions
will be provided during the tutorial class.

1 Setting up the environment

You need a working installation of a recent ROOT6 and Python3 version (the exercise has been
tested with ROOT version 6.14/06 and Python version 3.6.8). The exercise is performed with the
Python program calculate eff.py, which takes the ROOT file histos.root as input. Down-
load a gzipped tarball with both files from https://www.dropbox.com/s/6mu1sirvj2f9p62/

trigeff.tar.gz and unpack it into a local working directory. That’s it, you are all set!

2 Measuring the trigger e�ciency

In this exercise, we want to measure the e�ciency of a high-level trigger path that requires
the presence of one jet with transverse momentum pT above a certain threshold, in our case
pT > 500GeV. In CMS, the trigger path is called HLT PFJet500. Since it is this trigger whose
e�ciency we want to measure, we call it the probe trigger.

We measure the e�ciency by using a di↵erent trigger as the reference trigger. In our case, the
reference trigger requires the presence of an isolated muon with pT > 20GeV. The corresponding
trigger path is called HLT IsoMu20. With this, we can define the e�ciency ✏ as

✏ =
N(reference && probe)

N(reference)
=

N(HLT IsoMu20 && HLT PFJet500)

N(HLT IsoMu20)
, (1)

where N(reference) denotes the number of events in which the reference trigger fired and
N(reference && probe) the number of events in which both the reference trigger and the probe
trigger fired.

Motivate the definition (1) by discussing the following questions:

• What is the purpose of the reference trigger?

• Why do we require the muon of the reference trigger to be isolated? What could happen
if one considers any muon (also non-isolated)?

• Could we use a trigger that fires at random as the reference trigger?

1

Cannot measure absolute efficiency in data.

Tag should be independent of probe → muon. 
Non-isolated muon may be part of a jet → not independent.
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Measuring the Trigger Efficiency
 Tag&probe trigger efficiency definition: 
 
 

Could we use a trigger that fires at random as the reference trigger?  
 

Could we, instead of using the single-muon trigger, use a trigger that 
requires the presence of a jet with a pT threshold lower than the threshold of 
HLT PFJet500 as the reference trigger, e.g. a trigger requiring a jet with  
pT > 300 GeV?  

ENHEP Tutorial: Trigger E�ciencies

U. Husemann, M. Schröder, Karlsruhe Institute of Technology

January 28, 2019

In this tutorial, we will study the topic of triggers, which are a crucial tool for data analysis
in particle physics. For example, we will learn how trigger e�ciencies can be measured.

The tuturial will take place on January 28, 2019, 15:00–16:00, and it will be carried out
on computers, running a standalone Python program on a ROOT input file. Therefore, you
are asked to bring a laptop and make sure beforehand that there is a working installation of

a recent Python3 version and ROOT6 with PyRoot support (the exercise has been tested with
ROOT version 6.14/08 and Python version 3.6.8). We encourage you to work in small teams of
up to three persons, and it is su�cient to have one laptop per group. All further instructions
will be provided during the tutorial class.

1 Setting up the environment

You need a working installation of a recent ROOT6 and Python3 version (the exercise has been
tested with ROOT version 6.14/06 and Python version 3.6.8). The exercise is performed with the
Python program calculate eff.py, which takes the ROOT file histos.root as input. Down-
load a gzipped tarball with both files from https://www.dropbox.com/s/6mu1sirvj2f9p62/

trigeff.tar.gz and unpack it into a local working directory. That’s it, you are all set!

2 Measuring the trigger e�ciency

In this exercise, we want to measure the e�ciency of a high-level trigger path that requires
the presence of one jet with transverse momentum pT above a certain threshold, in our case
pT > 500GeV. In CMS, the trigger path is called HLT PFJet500. Since it is this trigger whose
e�ciency we want to measure, we call it the probe trigger.

We measure the e�ciency by using a di↵erent trigger as the reference trigger. In our case, the
reference trigger requires the presence of an isolated muon with pT > 20GeV. The corresponding
trigger path is called HLT IsoMu20. With this, we can define the e�ciency ✏ as

✏ =
N(reference && probe)

N(reference)
=

N(HLT IsoMu20 && HLT PFJet500)

N(HLT IsoMu20)
, (1)

where N(reference) denotes the number of events in which the reference trigger fired and
N(reference && probe) the number of events in which both the reference trigger and the probe
trigger fired.

Motivate the definition (1) by discussing the following questions:

• What is the purpose of the reference trigger?

• Why do we require the muon of the reference trigger to be isolated? What could happen
if one considers any muon (also non-isolated)?

• Could we use a trigger that fires at random as the reference trigger?

1

Yes, but the rate will be much too low → see later.

Yes, but but reference trigger must be constant → see later.
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Measuring the Trigger Efficiency

Inspect the two jet pT histograms and discuss the following questions:  
Why does the number of entries per bin decrease towards large pT?  
 

What is the reason for the turn-on at low pT?  
 Events recorded with lepton trigger are mainly W+jets events,  
minimum momentum transfer → minimal pT of order of mw/2

Differential cross sections of all processes decrease with increasing pT



Ulrich Husemann 
Institute of Experimental Particle Physics27/01/2019 Tools and Techniques for High-pT Physics!45

Measuring the Trigger Efficiency

Inspect the trigger efficiency plot and answer the following questions:  
What is the efficiency of the HLT PFJet500 trigger path?  
 
 

Why is there a smooth turn-on region around 500 GeV where the efficiency 
gradually increases? Why does the trigger not reach its maximum efficiency 
instantly at pT = 500 GeV?  
 

Heavily pT-dependent: zero efficiency → turn-on → plateau 
(if efficiency is quoted: plateau efficiency) 

Online reconstruction of pT (in trigger) and offline reconstructed  
(for plotted pT) different (→ resolution effect)
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Measuring the Trigger Efficiency
In the light of the turn-on feature of a trigger efficiency, consider again 
the question:  

Could we, instead of using the single-muon trigger, use a trigger that 
requires the presence of a jet with a lower pT threshold than HLT PFJet500, 
e.g. a trigger that requires a jet with pT > 300 GeV?  
 
 

Which condition must be satisfied when a trigger with lower threshold is 
used as the reference trigger?  
 

Reference trigger must be in plateau (not necessarily fully efficient!),  
i.e. beyond on turn-on, before turn-on of probe trigger starts 

Need sufficient difference in thresholds. Exact conditions depend on the  
offline-vs-online resolution of objects, typically large for jets, small for leptons
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Uncertainty of the Efficiency
Have a look at the error bars in the efficiency plot produced in the previous 
exercise:  

Are they reasonable?  
How are they calculated?  

You can switch to using binomial uncertainties by adding the "B" option to 
the TH1::Divide method.  

How do the error bars change?  
Is this reasonable?  

Adjust calculate eff.py to use Clopper–Pearson intervals as error bars: 
How do the error bars change? Is this reasonable? 

Not really, they extend below 0 and above 1.

Error propagation of Poisson uncertainties.

Yes, except for 0 and 1.

Error bars vanish for for 0 and 1.

Yes, for entire efficiency interval [0,1].
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When is Trigger “Fully Efficient”?
Given the turn-on feature, we can assume the trigger efficiency to remain constant 
for large pT far above the turn-on region. Why? 
  

A suitable function to fit the turn-on is 
 

How is the error function erf(x) defined and why is it suitable in this case? (Remember 
again what the reason for the turn-on feature was!)  
 

What is the interpretation of the parameters ai? (Which trigger threshold do you find? 
What is the efficiency of the trigger above the threshold?) 
 

the Clopper–Pearson interval. We will follow this recommendation. Computation of Clopper–
Pearson (and various other) intervals are implemented in the ROOT TGraphAsymmErrors::Divide

method2 (Clopper–Pearson is used when specifying the option "cp", which is also the default).
Adjust calculate eff.py to use a TGraphAsymmErrors object for the e�ciency with Clopper–
Pearson intervals as error bars.

• How do the error bars change? Is this reasonable?

4 Determining when a trigger is “fully e�cient”

Now we will discuss the question of how to define the trigger e�ciency in more detail. Of course,
we can use the pT dependent function and have all information available that is needed in physics
analysis. However, often a simplified approach is helpful where we determine the pT threshold
pthresT above which the trigger has reached its full e�ciency.

• Given the turn-on feature, we can assume the trigger e�ciency to remain constant for
large pT far above the turn-on region. Why?

Thus, a typical choice is to define pthresT as that pT value above which the trigger reaches an
e�ciency of 99% of its maximum e�ciency.

Before we determine pthresT , consider the following: We have measured the trigger e�ciency
in bins of jet pT , and thus, there is the danger that statistical fluctuations in one bin could a↵ect
our choice of pthresT . In order to correct for binning e↵ects, we first want to fit the e�ciency with
a continuous function. A suitable function is

f(pT ; a0, a1, a2) =
1
2 · a2 ·

h
erf( 1p

2a0
(pT � a1)) + 1

i
(2)

with the free fit parameters ai (i = 0, 1, 2) and erf denoting the error function. Before apply-
ing (2), inspect the proposed function:

• How is the error function defined and why is it suitable in this case? (Remember again
what the reason for the turn-on feature was!)

• What is the interpretation of the parameters ai?

The fit function (2) is already implemented in calculate eff.py as a TF1 object (where?).
Use it to fit the e�ciency (using the TGraphAsymmErrors object with the correct uncertainties,
of course!). You can now read o↵ the trigger threshold pthresT from the fitted function. Which
threshold do you find? What is the e�ciency of the trigger above the threshold?

5 Measuring the e�ciency of a di↵erent trigger

We want to use the tools developed above to measure the e�ciency of a single-jet trigger with a
di↵erent threshold. Adjust your calculate eff.py to measure the e�ciency of the HLT PFJet60

trigger (the necessary histogram is also provided in the ROOT file histos.root). What do you
observe?

2
See https://root.cern.ch/doc/master/classTGraphAsymmErrors.html

3

Jet trigger and reconstruction stays fully efficient to very high pT.

Cumulative distribution of the normal (Gaussian) distribution.  
Suitable because turn-on is a (Gaussian) resolution effect.

a0: width of the Gaussian  
a1: turn-on point (50% of plateau efficiency)  
a2: normalization → plateau efficiency
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Efficiency of a Different Trigger

We want to use the tools developed above to measure the efficiency of 
a single-jet trigger with a different threshold. Adjust your calculate 
eff.py to measure the efficiency of the HLT PFJet60 trigger What do 
you observe?  
 
 
 

This should be possible in principle  
(but not with the way the histograms in histos.root were prepared).  
However, certain triggers may have been pre-scaled  
(i.e. only every n-th event recorded)  
→ observable consequence: plateau much below 1 


