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EOS Namespace Challenge



EOS Namespace Challenge
Shifting namespace paradigm: from scale-up to scale-out

namespace
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MGM

QuarkDB	namespace

New Namespace 
• KV store resident on disk 
• very short restart time!! 

• not based on #files and #dirs 
• namespace caching in MGM memory
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Solution 1: eosuser upgrade
Upgrade current production

Two steps upgrade: 
1.  upgrade from aquamarine to citrine 
2.  namespace conversion 

From past experiences: 
• very very very long downtime => just not acceptable 
• instabilities in booting filesystems with millions of files
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Solution 2: eosuser2
Deploy a new empty instance with latest namespace technology

New deployment and migration: 
1.  build a new empty EOS instance 

1.start immediately with QDB namespace 
2.  migrate gradually users 

From past experiences: 
• migration needs to be transparent!!! 
• no BIG-BANG! approach 
• better load control over time 
• better operations “feeling” 



Deploy a new empty instance with latest namespace technology
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Solution 2: eosuser2
Deploy a new empty instance with latest namespace technology

Some additional considerations: 
•  single instance for all users 
•  MGMs single point of failures 
•  Scale metadata performance 
•  difficult users isolation 
•  future big upgrade => big bang? 
•  “plane crash” effect 
•  Shared Desktop across devices 

• CERN $HOME future plans 
• DFS and linux home discussions 
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Solution 3: …
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Divide et Impera
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Solution 3: eoshome (running out of names…)
Deploy multiple empty instances with latest namespace technology

Architectural review, new deployment and migration: 
1.  build a multiple empty EOS instance 

1.start immediately with QDB namespace 
2.  add a level of indirection 
3.  support system expansion and reduction 
4.  migrate gradually users 

From past experiences: 
• migrations need to be transparent!!! 
• no BIG-BANG! approach 

• gradual (future) software roll-out 
• better load control over time 
• better operations “feeling” 
• better user isolation 
• less load/stress per instance 
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Solution 3: eoshome
Deploy multiple empty instances with latest namespace technology

eoshome	redirector

MGM NS
MGM NS

MGM NS

MGM NS …

eoshome	instance	00

eoshome	instance	01

eoshome	instance	02

eoshome-letter-a

eoshome-letter-y

eoshome-letter-m

eoshome-letter-x

Build the redirection to allow max spread 
as an alternative is also possible to do it  
at the username level
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eosuser
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Solution 3: eoshome
Deploy multiple empty instances with latest namespace technology

Migration scenario similar to Solution 2 
• same requirements on the CERNBox side 
• same requirements on the migration tools
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Current Status and Roadmap
May June July August September October
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Summary and Outlook

Lots of hard work ahead! 

General improvement of EOS\CERNBox architecture 

• removing SPOFs 

• improving metadata performance 

• reducing drastically downtimes 
• less user impacted 
• almost zero restart time 

• flexibility to scale up and out at the same time 

• removing big-bang upgrades 
• simplify small scale testing and software rollout



Thanks for the attention!

Questions?



!25

Andreas	J.P.	EOSXD	Benchmark

stable benchmarks on 4 core VM towards EOS-MGM CEPH-MDS @0.3ms RTT 
(default mount) on idle instances (repeated many times on several days/instances)
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