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(a) Plasma recovery time
Almost all high-energy L/PWFA machines around the world are restricted to operation in the
range of 1-100 Hz. However, some low-energy machines have demonstrated LWFA at up to
the 1 kHz level [32]. The replenishment of plasma via a second ionisation of fresh gas, such
that the two wakefields result in an identical accelerating effect – aka the plasma recovery time
– is therefore given an upper bound of 1 ms as defined by the 1 kHz repetition-rate of these
low-energy, high-frequency machines. In order to test the applicability of PWFA schemes to
future facilities, probing of the plasma recovery time down to the sub-µs level – three orders
of magnitude lower than the current limit – is essential.

An investigation into the repeatability of this process at FLASHForward requires minimal
modifications to the infrastructure. The concept is based on the consecutive creation of plasma
via a high-voltage discharge with separation greater than a microsecond. Immediately after each
plasma creation an electron driver-and-witness bunch-pair (as illustrated in Fig. 7) would be
injected into plasma. The acceleration effect experienced by the first witness bunch would then be
compared to that of the second for a range of offsets between the time of the first discharge and
the second.

In order to create two back-to-back plasma generations with sub-µs separations, the
FLASHForward experimental infrastructure must be expanded to include a second high-voltage
discharge unit. This will be identical to the first and is necessary in order to measure the time
it takes for the plasma to return to a homogeneous state (i.e. at which point any perturbations
that may still exist are removed) in time for the second later-arriving electron bunch pair. By
operating with two identical and independently controlled thyratrons, two ionising discharges
may be fired through the gas at the same sub-µs separation producible by the FLASH SRF driver.
By matching the separation in time of these two discharges to that of the two incident electron
bunch pairs the plasma recovery time will be investigated in order to establish the minimum
bunch separation required to give comparable PWFA results at an effective MHz repetition-rate.
This first concept will provide a necessary building block for subsequent studies, in particular
and most importantly, expanding this process to higher, and therefore more applicable, average
powers.
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Figure 6. Average-power capabilities (as a function of the number of bunches per second their drivers
can deliver) of state-of-the-art LWFA (blue squares) and PWFA (red triangles) facilities. The white circles
represent the state-of-the-art or next generation of photon science & collider facilities. By implementing
HiPPStA at FLASHForward the region of phase space necessary for future facilities would open up to
PWFA research.

> Almost all existing and upcoming  L / 
PWFA  machines restricted to operation 
of repetition rate below 100 Hz and 
average power below 1kW 

> state of the art SRF based accelerators 
are above 10 kHz and 10kW 

> FLASHForward experiment allows to 
extend both regimes, repetition rate and 
average power  

> Bunch rep rate up to 3 MHz 
> current avg power of 60W, limited 

by temporary beam dump

> R. D’Arcy et al. Phil. Trans. R. Soc. A (in press) 

See presentation Wednesday 14:10  
on FLASH>> by Richard D’Arcy
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> Laser wakefield acceleration experiments 
> Laser systems with pulse energy of up to 10mJ and 1TW 
> Hard focussing (f/3 or f/2) resulting in small sport sizes (few μm) and short 

Rayleigh length (few 10 μm) 
> short targets with short density transitions compared to Rayleigh length required  

> Gas jet with various profiles used for experiments 
> operated in continuous flow 
> Adjusted pumping schemes required 

> resulting beams: 
> up to 5MeV 
> charge up to tens of pC

strong injection of electrons, regardless of the injection
mechanism. Therefore, for scaling and design reasons, we
assume that parameters should be chosen so that the self-
focusing threshold is reached. The usual threshold for relati-
vistic self-focusing requires the laser peak power to satisfy
P/Pc>1 , where Pc is the power for relativistic self-focusing
[35, 36]. However, this relation does not hold in the blowout
regime because the wakefield has a predominant effect on
propagation. In [31], Lu uses heuristic arguments to define a
new threshold > � ( )a a n nc e c0 0

1 5. This is the third con-
dition that we will use for our scaling considerations.

In practice, for designing a LPA in the blowout regime,
we start with a given laser energy EL and wavelength λ0. We
fix the value of a0, which in fine will have to satisfy >a a c0 0 .
Knowing the value of a0 and using equation (2), we obtain a
value for the pulse duration and the pulse waist. With
equation (1), it is then possible to find the optimum plasma
wavelength, i.e. the optimum electron density for the plasma.
Table 1 shows typical design parameters for LPA, using
Joule-class to milliJoule-class laser systems. These scalings are
confirmed by a large body of experiments, giving 100s MeV
beams with 30 TW class lasers [28–30] and GeV beams with
PW lasers [37, 38].

The scaling at low energy is of particular interest to our
work. Indeed, it shows that mJ lasers are sufficient to reach
the blowout regime provided that extremely short laser pulses
(here 5 fs) are used. Indeed, lasers in this energy range are
available at kHz repetition rate and reaching few cycle pulse
duration can be achieved through post-compression techni-
ques [39]. The electron energy, in the 10MeV range, is
relevant for some of the applications that were mentioned
earlier, provided that the duration of the electron bunch is on
the order of a few femtoseconds.

2.2. Experimental considerations

In addition to the few-cycle pulse duration, the previous
scalings show that resorting to mJ and high-repetition-rate
systems lead to a number of new challenges. First, all
distances are shrunk to the micrometer scale (versus the
more accessible millimeter scale for the 30 TW case): the
dephasing length and the Rayleigh length are both only
10–20 μmcalling for extremely thin gas targets. The most
important issue originates from laser beam propagation: with
a Rayleigh length of zR<20 μm, diffraction through the gas
jet is a critical effect. Therefore, density gradients should be
on the order of zR, or even smaller, for optimizing the cou-
pling of the laser pulses into the jet and avoiding ionization-
induced defocusing [40]. Second, the nozzle needs to provide
a high electron density in excess of = -n 10 cme

20 3 in order
to reach the resonant regime. Such density should be reached
at least 100 μm above the jet opening so that the laser does
not damage the gas nozzle. Finally, the gas jet should provide
a continuous gas flow in order to enable operation at high
repetition rates. This is a considerable challenge for the
vacuum pumping system as it needs to keep the background
pressure in the chamber below 10−2 mbar. All these con-
siderations put stringent constraints on the gas nozzle design.
An optimized nozzle should typically minimize the mass flow
while maximizing the density well above its opening.

We have designed, characterized and implemented three
different gas nozzles, resulting in significant differences in the
accelerated electron beams. In figure 1, we compare a 100 μm
diameter cylindrical subsonic flow nozzle to a ‘shocked’ jet,
implying a supersonic De Laval nozzle with a slight wall
bending close to the exit to create an oblique shock, and
finally a simple supersonic conical De Laval nozzle with a

Table 1. Scaling laws for laser-plasma accelerators in the blowout regime, assuming a λ0=0.8 μmlaser wavelength. Different laser peak
powers are considered, from multi-Joule, PetaWatt laser systems to milliJoule, TeraWatt system.

Laser class ( )a a c0 0 EL τ(fs) w0 zR ne ( -cm 3) Ldeph ΔE

0.5 PW 4.8 (4.8) 30 J 60 fs 26 μm 2.6 mm ´ -6.6 10 cm17 3 4.5 cm 4.2 GeV
30 TW 3.5 (3.3) 1 J 25 fs 10 μm 0.4 mm ´ -4.2 10 cm18 3 2.8 mm 500 MeV
1 TW 2 (1.8) 3 mJ 5 fs 2.1 μm 18 μm -10 cm20 3 25 μm 10 MeV

Figure 1. Nitrogen molecular density map ( )n r h,N2 (a) for the subsonic nozzle, (b) for the shock jet case and (c) for the supersonic nozzle.
The density is normalized to allow for a direct comparison of the jet distribution.
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40 μm throat [41]. The nozzles were specially manufactured
by micro spark erosion which is necessary for reaching sub-
100 μm dimensions. The gas jets were characterized with a
quadriwave lateral shearing interferometer (SID4 HR by
PHASICS) and the density maps are obtained via Abel
inversion of the measured phase maps.

Line-outs of the density profiles are shown in figure 2.
The subsonic jet provides a gaussian-like density profile with
the largest width of 125 μm full width half maximum
(FWHM) and smooth density gradients. Note that the density
falls down very rapidly with the height because of the sub-
sonic nature of the flow. In the shocked jet, the shock lines
converge to produce a density peak located at h=150 μm.
The density peak is quite sharp, with a FWHM of 50 μm, but
it is preceded by a longer pedestal. Finally, the supersonic jets
also provides a thin jet plume of 70 μm with rather sharp
gradients. Both the shocked and the supersonic nozzles permit
to obtain high densities above 100 μm while minimizing the
mass flow and the load on the pumping system by a rough
factor of 4, compared to the cylindrical nozzle. Finally, in all
experiments described in this paper, nitrogen gas was used
because each nitrogen molecule releases 10 electrons
assuming immediate ionization of nitrogen to N5+. Therefore,
the required high electron density can be achieved while
keeping the background pressure in the vacuum chamber at a
reasonable level.

2.3. Experimental set-up

The experimental set-up is represented in figure 3. The
experiments at LOA were performed using the Salle Noire laser
system delivering down to 3.5 fs pulses (<1.5 optical cycle at
λ0≈800 nm) at 1 kHz with 2–3 mJ of energy on target [39].
Several focusing parabolas were tested, with f-number of f/2
and f/3, leading to near-Gaussian focal spots with dimensions
ranging from 2.5 to 3.5 μm (FWHM), implying an approximate

Rayleigh range of 20–50 μm depending on the focusing con-
ditions. Therefore, the maximum vacuum intensity was in the
range » ´–I 3 6 10vac

18 Wcm−2, estimated using the real
focal spot image. An electron detection setup, independently
calibrated at a linear accelerator facility and consisting of a CsI
(Tl) phosphor screen, imaging lenses and a CCD camera, was
used to measure the charge and visualize the electron spot. A
pinhole and a pair of cylindrical permanent magnets could be
inserted into the beam path to measure electron spectra.

3. Results on electron source generation at kHz
repetition rate

All electron beam and spectrum images presented in this article
were obtained by exposing the CCD camera during 1ms to
1s, corresponding to accumulation over 1–1000 shots,
depending on experimental conditions. Statistics were typically
obtained by acquiring a sequence of 10–20 images, from which
the average value and standard deviations can be extracted. We
always present typical results, rather than best results, in order
to give a faithful account of the reality of the experiment.

3.1. Relativistic electron beams from subsonic gas jets

In the first experiments, we started by using the cylindrical
nozzles, providing a wider gas jet [42]. The f/3 focusing
parabola provided a slightly smoother focusing and the
Rayleigh length was estimated to be ≈50 μm. With a pulse
duration of 3.4fs and a density of » ´ -n 1.2 10 cme

20 3,
t l�c 3p , i.e. we operated close to the resonant condition.
Typical results on the electron beam are shown in figure 4.

As seen in the inset of figure 4, the beam has a rather
small divergence of ∼35 mrad FWHM. The beam pointing
stability is high, with fluctuations amounting to a small
fraction of the beam divergence, typically a few mrad. The
electron energy is peaked at 6MeV and extends to
about9MeV. Note that the gray shaded area around the
electron spectrum represents the standard deviation of the
electron distribution, showing that the acceleration mech-
anism is robust. Concerning the charge, we found a strong
dependence on the electron density, which can be increased
by sending the laser closer to the nozzle or by increasing the
backing pressure. While an injected beam starts to appear for

> ´ -n 1 10 cme
20 3, the charge goes up to 500fC/shot

when the density approaches ´ -2 10 cm20 3. Obtaining
higher charges was challenging because it required bringing
the gas jet closer to the laser, resulting in target damage, or
increasing the backing pressure resulting in a failure of the
turbomolecular pumps.

The measured electrons beams, with their relatively small
divergence and peaked energy distribution, show typical
features of acceleration in nonlinear, bubble-like wakefields.
We used PIC simulations to investigate the electron trapping
and acceleration mechanisms. Simulations were performed
using CalderCirc [43], a fully electromagnetic 3D code based
on cylindrical coordinates (r, z) and Fourier decomposition in

Figure 2. Normalized density profiles obtained at various heights
(see dashed line in figures 1(a)–(c)). The blue cross at r=0
represents the error bar for these measurements. The backing
pressure was P=45bars, giving the following peak molecular
density = ´ -n 3 10 cmN

19 3
2 for the subsonic nozzle, = ´n 2.3N2

-10 cm19 3 shocked nozzle and = ´ -n 2.3 10 cmN
19 3

2 for the
supersonic jet. (c) The FWHM width is 125 μm, 50 μm and 70 μm
respectively.
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strong injection of electrons, regardless of the injection
mechanism. Therefore, for scaling and design reasons, we
assume that parameters should be chosen so that the self-
focusing threshold is reached. The usual threshold for relati-
vistic self-focusing requires the laser peak power to satisfy
P/Pc>1 , where Pc is the power for relativistic self-focusing
[35, 36]. However, this relation does not hold in the blowout
regime because the wakefield has a predominant effect on
propagation. In [31], Lu uses heuristic arguments to define a
new threshold > � ( )a a n nc e c0 0

1 5. This is the third con-
dition that we will use for our scaling considerations.

In practice, for designing a LPA in the blowout regime,
we start with a given laser energy EL and wavelength λ0. We
fix the value of a0, which in fine will have to satisfy >a a c0 0 .
Knowing the value of a0 and using equation (2), we obtain a
value for the pulse duration and the pulse waist. With
equation (1), it is then possible to find the optimum plasma
wavelength, i.e. the optimum electron density for the plasma.
Table 1 shows typical design parameters for LPA, using
Joule-class to milliJoule-class laser systems. These scalings are
confirmed by a large body of experiments, giving 100s MeV
beams with 30 TW class lasers [28–30] and GeV beams with
PW lasers [37, 38].

The scaling at low energy is of particular interest to our
work. Indeed, it shows that mJ lasers are sufficient to reach
the blowout regime provided that extremely short laser pulses
(here 5 fs) are used. Indeed, lasers in this energy range are
available at kHz repetition rate and reaching few cycle pulse
duration can be achieved through post-compression techni-
ques [39]. The electron energy, in the 10MeV range, is
relevant for some of the applications that were mentioned
earlier, provided that the duration of the electron bunch is on
the order of a few femtoseconds.

2.2. Experimental considerations

In addition to the few-cycle pulse duration, the previous
scalings show that resorting to mJ and high-repetition-rate
systems lead to a number of new challenges. First, all
distances are shrunk to the micrometer scale (versus the
more accessible millimeter scale for the 30 TW case): the
dephasing length and the Rayleigh length are both only
10–20 μmcalling for extremely thin gas targets. The most
important issue originates from laser beam propagation: with
a Rayleigh length of zR<20 μm, diffraction through the gas
jet is a critical effect. Therefore, density gradients should be
on the order of zR, or even smaller, for optimizing the cou-
pling of the laser pulses into the jet and avoiding ionization-
induced defocusing [40]. Second, the nozzle needs to provide
a high electron density in excess of = -n 10 cme

20 3 in order
to reach the resonant regime. Such density should be reached
at least 100 μm above the jet opening so that the laser does
not damage the gas nozzle. Finally, the gas jet should provide
a continuous gas flow in order to enable operation at high
repetition rates. This is a considerable challenge for the
vacuum pumping system as it needs to keep the background
pressure in the chamber below 10−2 mbar. All these con-
siderations put stringent constraints on the gas nozzle design.
An optimized nozzle should typically minimize the mass flow
while maximizing the density well above its opening.

We have designed, characterized and implemented three
different gas nozzles, resulting in significant differences in the
accelerated electron beams. In figure 1, we compare a 100 μm
diameter cylindrical subsonic flow nozzle to a ‘shocked’ jet,
implying a supersonic De Laval nozzle with a slight wall
bending close to the exit to create an oblique shock, and
finally a simple supersonic conical De Laval nozzle with a

Table 1. Scaling laws for laser-plasma accelerators in the blowout regime, assuming a λ0=0.8 μmlaser wavelength. Different laser peak
powers are considered, from multi-Joule, PetaWatt laser systems to milliJoule, TeraWatt system.

Laser class ( )a a c0 0 EL τ(fs) w0 zR ne ( -cm 3) Ldeph ΔE

0.5 PW 4.8 (4.8) 30 J 60 fs 26 μm 2.6 mm ´ -6.6 10 cm17 3 4.5 cm 4.2 GeV
30 TW 3.5 (3.3) 1 J 25 fs 10 μm 0.4 mm ´ -4.2 10 cm18 3 2.8 mm 500 MeV
1 TW 2 (1.8) 3 mJ 5 fs 2.1 μm 18 μm -10 cm20 3 25 μm 10 MeV

Figure 1. Nitrogen molecular density map ( )n r h,N2 (a) for the subsonic nozzle, (b) for the shock jet case and (c) for the supersonic nozzle.
The density is normalized to allow for a direct comparison of the jet distribution.
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40 μm throat [41]. The nozzles were specially manufactured
by micro spark erosion which is necessary for reaching sub-
100 μm dimensions. The gas jets were characterized with a
quadriwave lateral shearing interferometer (SID4 HR by
PHASICS) and the density maps are obtained via Abel
inversion of the measured phase maps.

Line-outs of the density profiles are shown in figure 2.
The subsonic jet provides a gaussian-like density profile with
the largest width of 125 μm full width half maximum
(FWHM) and smooth density gradients. Note that the density
falls down very rapidly with the height because of the sub-
sonic nature of the flow. In the shocked jet, the shock lines
converge to produce a density peak located at h=150 μm.
The density peak is quite sharp, with a FWHM of 50 μm, but
it is preceded by a longer pedestal. Finally, the supersonic jets
also provides a thin jet plume of 70 μm with rather sharp
gradients. Both the shocked and the supersonic nozzles permit
to obtain high densities above 100 μm while minimizing the
mass flow and the load on the pumping system by a rough
factor of 4, compared to the cylindrical nozzle. Finally, in all
experiments described in this paper, nitrogen gas was used
because each nitrogen molecule releases 10 electrons
assuming immediate ionization of nitrogen to N5+. Therefore,
the required high electron density can be achieved while
keeping the background pressure in the vacuum chamber at a
reasonable level.

2.3. Experimental set-up

The experimental set-up is represented in figure 3. The
experiments at LOA were performed using the Salle Noire laser
system delivering down to 3.5 fs pulses (<1.5 optical cycle at
λ0≈800 nm) at 1 kHz with 2–3 mJ of energy on target [39].
Several focusing parabolas were tested, with f-number of f/2
and f/3, leading to near-Gaussian focal spots with dimensions
ranging from 2.5 to 3.5 μm (FWHM), implying an approximate

Rayleigh range of 20–50 μm depending on the focusing con-
ditions. Therefore, the maximum vacuum intensity was in the
range » ´–I 3 6 10vac

18 Wcm−2, estimated using the real
focal spot image. An electron detection setup, independently
calibrated at a linear accelerator facility and consisting of a CsI
(Tl) phosphor screen, imaging lenses and a CCD camera, was
used to measure the charge and visualize the electron spot. A
pinhole and a pair of cylindrical permanent magnets could be
inserted into the beam path to measure electron spectra.

3. Results on electron source generation at kHz
repetition rate

All electron beam and spectrum images presented in this article
were obtained by exposing the CCD camera during 1ms to
1s, corresponding to accumulation over 1–1000 shots,
depending on experimental conditions. Statistics were typically
obtained by acquiring a sequence of 10–20 images, from which
the average value and standard deviations can be extracted. We
always present typical results, rather than best results, in order
to give a faithful account of the reality of the experiment.

3.1. Relativistic electron beams from subsonic gas jets

In the first experiments, we started by using the cylindrical
nozzles, providing a wider gas jet [42]. The f/3 focusing
parabola provided a slightly smoother focusing and the
Rayleigh length was estimated to be ≈50 μm. With a pulse
duration of 3.4fs and a density of » ´ -n 1.2 10 cme

20 3,
t l�c 3p , i.e. we operated close to the resonant condition.
Typical results on the electron beam are shown in figure 4.

As seen in the inset of figure 4, the beam has a rather
small divergence of ∼35 mrad FWHM. The beam pointing
stability is high, with fluctuations amounting to a small
fraction of the beam divergence, typically a few mrad. The
electron energy is peaked at 6MeV and extends to
about9MeV. Note that the gray shaded area around the
electron spectrum represents the standard deviation of the
electron distribution, showing that the acceleration mech-
anism is robust. Concerning the charge, we found a strong
dependence on the electron density, which can be increased
by sending the laser closer to the nozzle or by increasing the
backing pressure. While an injected beam starts to appear for

> ´ -n 1 10 cme
20 3, the charge goes up to 500fC/shot

when the density approaches ´ -2 10 cm20 3. Obtaining
higher charges was challenging because it required bringing
the gas jet closer to the laser, resulting in target damage, or
increasing the backing pressure resulting in a failure of the
turbomolecular pumps.

The measured electrons beams, with their relatively small
divergence and peaked energy distribution, show typical
features of acceleration in nonlinear, bubble-like wakefields.
We used PIC simulations to investigate the electron trapping
and acceleration mechanisms. Simulations were performed
using CalderCirc [43], a fully electromagnetic 3D code based
on cylindrical coordinates (r, z) and Fourier decomposition in

Figure 2. Normalized density profiles obtained at various heights
(see dashed line in figures 1(a)–(c)). The blue cross at r=0
represents the error bar for these measurements. The backing
pressure was P=45bars, giving the following peak molecular
density = ´ -n 3 10 cmN

19 3
2 for the subsonic nozzle, = ´n 2.3N2

-10 cm19 3 shocked nozzle and = ´ -n 2.3 10 cmN
19 3

2 for the
supersonic jet. (c) The FWHM width is 125 μm, 50 μm and 70 μm
respectively.

4

Plasma Phys. Control. Fusion 61 (2019) 014012 J Faure et al

17Cryogenic jet targets Sebastian Göde, Scientist HED   - 06/15/2017

Controlled droplet formation

70 µm droplets

Measured pellet speed of 62 m/s

20 micron mozzle20 micron mozzle

Measured at FLASH

17Cryogenic jet targets Sebastian Göde, Scientist HED   - 06/15/2017

Controlled droplet formation

70 µm droplets

Measured pellet speed of 62 m/s

20 micron mozzle20 micron mozzle

Measured at FLASH

Piezo modulating at 52.2 kHz 
80um droplet size

Piezo modulating at 84.2 kHz 
70 um droplet size

> curtesy of S. Goedde - measured at FLASH

http://plasma.desy.de


Lucas Schaper |  plasma.desy.de  |  ALEGRO  workshop  |  26 March 2019  |  Page 00 

kHz plasma generation in discharge waveguides

> Gonsalves et al. J. Appl. Phys. 119, 033302 (2016) 5

> MHD simulations of a round 
125 um capillary  

> temperature increases after full 
ionisation  

> affecting ablation of 
capillary walls

loss of guiding profile at the cooler parts of the capillary (e.g.,
near gas entrance holes) which is not taken into account in this
1D treatment.

The simulations show that for initial gas pressure of
26 Torr, Ip¼ 33 A is not enough to establish necessary condi-
tions for channeling of laser pulses (although it should be
noted that this may not be the case for a longer current
pulse). We have also investigated the dependence on initial
density (pressure). Figure 3 shows for three initial pressures
(2.6, 13, and 26 Torr) the matched spot size and axial values
of density, temperature, and degree of ionization as a func-
tion of time during the discharge. The axial electron density
is constant after t" 60 ns for 2.6 Torr, and after t" 125 ns for
13 Torr. Full ionization on the axis is achieved at t" 50 ns
for 2.6 Torr, and at t" 125 ns for 13 Torr. This is expected
from considerations of the energy required for ionization and
shows that the peak current can be lowered for lower
density.

B. Experimental determination of minimum current for
waveguide formation

1. Experiment setup

The hydrogen-filled capillary discharge waveguide has
been described in detail elsewhere.19,37–39 For the experi-
ments presented here, the capillary was formed out of semi-
circular grooves in two sapphire blocks of dimensions
4# 20# 33 mm. The capillary had diameter 250 lm 6 5 lm
and length 33 mm. The capillary was filled via 15 mm-long,
500 lm-diameter gas inlets located 2 mm from each end to an
initial pressure between the slots of 26 Torr unless otherwise
stated. The gas inlets were in turn fed from meter-long plastic

tubes of diameter 2.5 mm. The minimum expected matched
spot size from the MHD simulations shown in Fig. 1 was
44.5 lm. The peak current was varied both by changing the
charge voltage on the high voltage pulsed power supply
capacitors and the resistance and capacitance of the circuit
shown in Fig. 4. Typical discharge current traces for the vari-
ous configurations are shown in Fig. 6(d), with rise-times of
"100 ns.

In order to experimentally determine the minimum cur-
rent required for waveguide formation, guiding of femtosec-
ond laser pulses was performed. The experiment setup
(shown in Fig. 5) employs pulses from a Ti:sapphire regener-
ative amplifier, producing laser pulses of duration 40 fs,
wavelength 800 nm, and bandwidth 30 nm. Pulses of energy
1 lJ were focused to a spot size of 38 lm (radius at which in-
tensity drops to 1/e2 of the peak value) at the entrance of a
hydrogen-filled capillary discharge waveguide. The energy

FIG. 2. The radial distributions of electron density at (a) 150 ns and (b)
200 ms for peak electric currents of 140 A, 80 A, 45 A, and 33 A. At
t¼ 150 ns, a parabolic profile near the axis is observed for each current
except for 33 A, which shows a maximum on axis. For t¼ 200 ns, the
lowest-current case does show a minimum on-axis. However since the
plasma on-axis is not fully ionized [see Fig. 1(d)], ionization-induced defo-
cusing could adversely affect guiding.

FIG. 3. The temporal evolution of the waveguide for three initial pressures:
2.6, 13, and 26 Torr. The on-axis density, temperature, matched spot size,
and ionization degree are shown in (a), (b), (c), and (d), respectively. The
discharge current is shown on the top graph by the orange line (right axis).
For Pcap¼ 26 Torr and Ip¼ 33 A full ionization on-axis is not achieved, but
decreasing the density lowers the energy used for ionization and leads to
higher temperature and stable plasma channels suitable for guiding.

FIG. 4. Schematic of the pulsed power supply with the thyratron represented
by a thyristor. The load is depicted as an output cable, stray inductance, and
a resistor to represent the capillary discharge.
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loss of guiding profile at the cooler parts of the capillary (e.g.,
near gas entrance holes) which is not taken into account in this
1D treatment.

The simulations show that for initial gas pressure of
26 Torr, Ip¼ 33 A is not enough to establish necessary condi-
tions for channeling of laser pulses (although it should be
noted that this may not be the case for a longer current
pulse). We have also investigated the dependence on initial
density (pressure). Figure 3 shows for three initial pressures
(2.6, 13, and 26 Torr) the matched spot size and axial values
of density, temperature, and degree of ionization as a func-
tion of time during the discharge. The axial electron density
is constant after t" 60 ns for 2.6 Torr, and after t" 125 ns for
13 Torr. Full ionization on the axis is achieved at t" 50 ns
for 2.6 Torr, and at t" 125 ns for 13 Torr. This is expected
from considerations of the energy required for ionization and
shows that the peak current can be lowered for lower
density.

B. Experimental determination of minimum current for
waveguide formation

1. Experiment setup

The hydrogen-filled capillary discharge waveguide has
been described in detail elsewhere.19,37–39 For the experi-
ments presented here, the capillary was formed out of semi-
circular grooves in two sapphire blocks of dimensions
4# 20# 33 mm. The capillary had diameter 250 lm 6 5 lm
and length 33 mm. The capillary was filled via 15 mm-long,
500 lm-diameter gas inlets located 2 mm from each end to an
initial pressure between the slots of 26 Torr unless otherwise
stated. The gas inlets were in turn fed from meter-long plastic

tubes of diameter 2.5 mm. The minimum expected matched
spot size from the MHD simulations shown in Fig. 1 was
44.5 lm. The peak current was varied both by changing the
charge voltage on the high voltage pulsed power supply
capacitors and the resistance and capacitance of the circuit
shown in Fig. 4. Typical discharge current traces for the vari-
ous configurations are shown in Fig. 6(d), with rise-times of
"100 ns.

In order to experimentally determine the minimum cur-
rent required for waveguide formation, guiding of femtosec-
ond laser pulses was performed. The experiment setup
(shown in Fig. 5) employs pulses from a Ti:sapphire regener-
ative amplifier, producing laser pulses of duration 40 fs,
wavelength 800 nm, and bandwidth 30 nm. Pulses of energy
1 lJ were focused to a spot size of 38 lm (radius at which in-
tensity drops to 1/e2 of the peak value) at the entrance of a
hydrogen-filled capillary discharge waveguide. The energy

FIG. 2. The radial distributions of electron density at (a) 150 ns and (b)
200 ms for peak electric currents of 140 A, 80 A, 45 A, and 33 A. At
t¼ 150 ns, a parabolic profile near the axis is observed for each current
except for 33 A, which shows a maximum on axis. For t¼ 200 ns, the
lowest-current case does show a minimum on-axis. However since the
plasma on-axis is not fully ionized [see Fig. 1(d)], ionization-induced defo-
cusing could adversely affect guiding.

FIG. 3. The temporal evolution of the waveguide for three initial pressures:
2.6, 13, and 26 Torr. The on-axis density, temperature, matched spot size,
and ionization degree are shown in (a), (b), (c), and (d), respectively. The
discharge current is shown on the top graph by the orange line (right axis).
For Pcap¼ 26 Torr and Ip¼ 33 A full ionization on-axis is not achieved, but
decreasing the density lowers the energy used for ionization and leads to
higher temperature and stable plasma channels suitable for guiding.

FIG. 4. Schematic of the pulsed power supply with the thyratron represented
by a thyristor. The load is depicted as an output cable, stray inductance, and
a resistor to represent the capillary discharge.
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magnitude of the electric current is significantly less than the
Pease–Braginskii current value.34,35

Initially, there is no electric current inside the channel,
and hence in order to initiate the discharge in the simula-
tions, the gas was artificially pre-ionized by setting its initial
temperature to 0.3 eV. We do not simulate the initial break-
down of the neutral hydrogen gas because the duration of
breakdown is short compared to the times of interest for for-
mation of the plasma channel, and the details of the break-
down do not affect substantially the deduced properties of
the plasma at later times. After the breakdown, the current
pulse heats the plasma and creates an azimuthal component
of the magnetic field.

There is no pinching of the plasma since the plasma
pressure is considerably higher than the magnetic field pres-
sure. The plasma is confined from expansion in the radial
direction by the elasticity and the inertia of the capillary
walls.

We use the physical model described above to simulate
the discharge under the conditions of the experiment. In
these simulations, the capillary was taken to be made from
sapphire with rcap¼ 125 lm and pre-filled with pure hydro-
gen of uniform density and temperature at an initial density
of 2.9" 10#6 g/cm3, which corresponds to a pressure of
26 Torr at room temperature. For t$ 0, the current was
assumed to be of the form IðtÞ ¼ Ip sinðpt=t0Þ, where
t0¼ 120 ns. Simulations were performed for Ip¼ 140 A,
80 A, 45 A, and 33 A.

The results of the simulations are shown in Fig. 1, in
which the three stages of plasma evolution are evident. The
on-axis values for density, temperature, matched spot size,
and ionization level are shown in (a), (b), (c), and (d),
respectively. The matched spot size was calculated by per-
forming a parabolic fit to ne (r) over the range r< 44 lm.
During the first stage, the electric field penetrates the plasma
very quickly (the skin time is on the order of 1 ns). Plasma is
heated and ionized and, as the electric current increases, ne,
Te, and z grow with time. Taking the example of Ip¼ 140 A
this phase ends at '50 ns as the ionization level becomes
high. During the second stage when less energy is required
for ionization, the rate of rise in temperature increases rap-
idly. Thermal conduction to the wall becomes significant,
causing the temperature profile to become peaked at the axis.
In order to keep pressure constant across the capillary, the
plasma density reduces on-axis, as shown in Fig. 1(a) at
50 ns< t< 60 ns for 140 A.

During the third stage of the discharge, the plasma is in
quasi steady-state equilibrium at a given electric current. The
plasma pressure is almost homogeneous. The plasma tempera-
ture has its maximum on the axis, due to the fact that the
Ohmic heating is balanced mainly by thermal conduction to
the relatively cold capillary wall. Since the hydrogen is ionized
to a high degree and at constant pressure, a monotonic radially
decreasing temperature results in an axial minimum in the elec-
tron density profile of the plasma. The on-axis temperature
rises and falls with the instantaneous value of current. During
this stage, the plasma density profile varies only weakly with
current (time), as shown by the on-axis density in Fig. 1(a) and
the matched spot size in Fig. 1(c). This suggests that lower

current can be used to achieve the desired density profile.
Indeed for lower peak current (80 A and 45 A), we see that the
third stage (in which guiding of intense laser pulses is possible)
is still reached, although it occurs for later times (t' 100 ns for
I0¼ 80 A, after t' 140 ns for I0¼ 45 A). For 33 A, the steady-
state equilibrium is not established during the time of dis-
charge, although a density-minimum on-axis is observed for
some delays. The radial distributions of electron density at
150 ns for electric currents of 140 A, 80 A, 45 A, and 33 A are
plotted in Fig. 2(a). An axial minimum in the radial electron
density profile is well established for electric currents of 140 A,
80 A, and 45 A, but not for 33 A. Fig. 2(b) shows the density
profiles at 200 ns. Although there is a density minimum on axis
for all values of peak current, poor-quality guiding of intense
laser pulses may be observed for the 33 A case because the par-
tially ionized plasma [as shown in Fig. 1(a)] may result in
ionization-induced defocusing of the laser pulse. For the 33 A
case, the maximum ionization degree of '96% is achieved
'80 ns after the peak of current. This corresponds to a poten-
tial increase in the on-axis density of 0.04" 1018m#1, which is
approximately the same as the plasma channel depth at a radius
of WM¼ 54 lm. This will give rise to ionization-induced defo-
cusing of spatially Gaussian laser pulses (but may be of interest
for guiding of pulses with different spatial profiles36). In addi-
tion to the issue of ionization defocusing and formation of a
weaker channel, operation close to threshold may result in the

FIG. 1. The temporal evolution of the waveguide for electric currents of
140 A, 80 A, 45 A, and 33 A. The on-axis values of electron density, temper-
ature, matched spot size, and ionization degree are shown in (a), (b), (c), and
(d), respectively. Also shown in (a) is the normalized discharge current. For
each value of current except for 33 A, a stable density profile is observed for
tens of ns [(a) and (c)], along with temperature on-axis above 3 eV (which
yields full on-axis ionization). Only the case of 33 A does not provide
plasma properties suitable for guiding. The plasma channel density and
depth at t¼ 150 ns do not vary significantly with peak current.
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magnitude of the electric current is significantly less than the
Pease–Braginskii current value.34,35

Initially, there is no electric current inside the channel,
and hence in order to initiate the discharge in the simula-
tions, the gas was artificially pre-ionized by setting its initial
temperature to 0.3 eV. We do not simulate the initial break-
down of the neutral hydrogen gas because the duration of
breakdown is short compared to the times of interest for for-
mation of the plasma channel, and the details of the break-
down do not affect substantially the deduced properties of
the plasma at later times. After the breakdown, the current
pulse heats the plasma and creates an azimuthal component
of the magnetic field.

There is no pinching of the plasma since the plasma
pressure is considerably higher than the magnetic field pres-
sure. The plasma is confined from expansion in the radial
direction by the elasticity and the inertia of the capillary
walls.

We use the physical model described above to simulate
the discharge under the conditions of the experiment. In
these simulations, the capillary was taken to be made from
sapphire with rcap¼ 125 lm and pre-filled with pure hydro-
gen of uniform density and temperature at an initial density
of 2.9" 10#6 g/cm3, which corresponds to a pressure of
26 Torr at room temperature. For t$ 0, the current was
assumed to be of the form IðtÞ ¼ Ip sinðpt=t0Þ, where
t0¼ 120 ns. Simulations were performed for Ip¼ 140 A,
80 A, 45 A, and 33 A.

The results of the simulations are shown in Fig. 1, in
which the three stages of plasma evolution are evident. The
on-axis values for density, temperature, matched spot size,
and ionization level are shown in (a), (b), (c), and (d),
respectively. The matched spot size was calculated by per-
forming a parabolic fit to ne (r) over the range r< 44 lm.
During the first stage, the electric field penetrates the plasma
very quickly (the skin time is on the order of 1 ns). Plasma is
heated and ionized and, as the electric current increases, ne,
Te, and z grow with time. Taking the example of Ip¼ 140 A
this phase ends at '50 ns as the ionization level becomes
high. During the second stage when less energy is required
for ionization, the rate of rise in temperature increases rap-
idly. Thermal conduction to the wall becomes significant,
causing the temperature profile to become peaked at the axis.
In order to keep pressure constant across the capillary, the
plasma density reduces on-axis, as shown in Fig. 1(a) at
50 ns< t< 60 ns for 140 A.

During the third stage of the discharge, the plasma is in
quasi steady-state equilibrium at a given electric current. The
plasma pressure is almost homogeneous. The plasma tempera-
ture has its maximum on the axis, due to the fact that the
Ohmic heating is balanced mainly by thermal conduction to
the relatively cold capillary wall. Since the hydrogen is ionized
to a high degree and at constant pressure, a monotonic radially
decreasing temperature results in an axial minimum in the elec-
tron density profile of the plasma. The on-axis temperature
rises and falls with the instantaneous value of current. During
this stage, the plasma density profile varies only weakly with
current (time), as shown by the on-axis density in Fig. 1(a) and
the matched spot size in Fig. 1(c). This suggests that lower

current can be used to achieve the desired density profile.
Indeed for lower peak current (80 A and 45 A), we see that the
third stage (in which guiding of intense laser pulses is possible)
is still reached, although it occurs for later times (t' 100 ns for
I0¼ 80 A, after t' 140 ns for I0¼ 45 A). For 33 A, the steady-
state equilibrium is not established during the time of dis-
charge, although a density-minimum on-axis is observed for
some delays. The radial distributions of electron density at
150 ns for electric currents of 140 A, 80 A, 45 A, and 33 A are
plotted in Fig. 2(a). An axial minimum in the radial electron
density profile is well established for electric currents of 140 A,
80 A, and 45 A, but not for 33 A. Fig. 2(b) shows the density
profiles at 200 ns. Although there is a density minimum on axis
for all values of peak current, poor-quality guiding of intense
laser pulses may be observed for the 33 A case because the par-
tially ionized plasma [as shown in Fig. 1(a)] may result in
ionization-induced defocusing of the laser pulse. For the 33 A
case, the maximum ionization degree of '96% is achieved
'80 ns after the peak of current. This corresponds to a poten-
tial increase in the on-axis density of 0.04" 1018m#1, which is
approximately the same as the plasma channel depth at a radius
of WM¼ 54 lm. This will give rise to ionization-induced defo-
cusing of spatially Gaussian laser pulses (but may be of interest
for guiding of pulses with different spatial profiles36). In addi-
tion to the issue of ionization defocusing and formation of a
weaker channel, operation close to threshold may result in the

FIG. 1. The temporal evolution of the waveguide for electric currents of
140 A, 80 A, 45 A, and 33 A. The on-axis values of electron density, temper-
ature, matched spot size, and ionization degree are shown in (a), (b), (c), and
(d), respectively. Also shown in (a) is the normalized discharge current. For
each value of current except for 33 A, a stable density profile is observed for
tens of ns [(a) and (c)], along with temperature on-axis above 3 eV (which
yields full on-axis ionization). Only the case of 33 A does not provide
plasma properties suitable for guiding. The plasma channel density and
depth at t¼ 150 ns do not vary significantly with peak current.
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magnitude of the electric current is significantly less than the
Pease–Braginskii current value.34,35

Initially, there is no electric current inside the channel,
and hence in order to initiate the discharge in the simula-
tions, the gas was artificially pre-ionized by setting its initial
temperature to 0.3 eV. We do not simulate the initial break-
down of the neutral hydrogen gas because the duration of
breakdown is short compared to the times of interest for for-
mation of the plasma channel, and the details of the break-
down do not affect substantially the deduced properties of
the plasma at later times. After the breakdown, the current
pulse heats the plasma and creates an azimuthal component
of the magnetic field.

There is no pinching of the plasma since the plasma
pressure is considerably higher than the magnetic field pres-
sure. The plasma is confined from expansion in the radial
direction by the elasticity and the inertia of the capillary
walls.

We use the physical model described above to simulate
the discharge under the conditions of the experiment. In
these simulations, the capillary was taken to be made from
sapphire with rcap¼ 125 lm and pre-filled with pure hydro-
gen of uniform density and temperature at an initial density
of 2.9" 10#6 g/cm3, which corresponds to a pressure of
26 Torr at room temperature. For t$ 0, the current was
assumed to be of the form IðtÞ ¼ Ip sinðpt=t0Þ, where
t0¼ 120 ns. Simulations were performed for Ip¼ 140 A,
80 A, 45 A, and 33 A.

The results of the simulations are shown in Fig. 1, in
which the three stages of plasma evolution are evident. The
on-axis values for density, temperature, matched spot size,
and ionization level are shown in (a), (b), (c), and (d),
respectively. The matched spot size was calculated by per-
forming a parabolic fit to ne (r) over the range r< 44 lm.
During the first stage, the electric field penetrates the plasma
very quickly (the skin time is on the order of 1 ns). Plasma is
heated and ionized and, as the electric current increases, ne,
Te, and z grow with time. Taking the example of Ip¼ 140 A
this phase ends at '50 ns as the ionization level becomes
high. During the second stage when less energy is required
for ionization, the rate of rise in temperature increases rap-
idly. Thermal conduction to the wall becomes significant,
causing the temperature profile to become peaked at the axis.
In order to keep pressure constant across the capillary, the
plasma density reduces on-axis, as shown in Fig. 1(a) at
50 ns< t< 60 ns for 140 A.

During the third stage of the discharge, the plasma is in
quasi steady-state equilibrium at a given electric current. The
plasma pressure is almost homogeneous. The plasma tempera-
ture has its maximum on the axis, due to the fact that the
Ohmic heating is balanced mainly by thermal conduction to
the relatively cold capillary wall. Since the hydrogen is ionized
to a high degree and at constant pressure, a monotonic radially
decreasing temperature results in an axial minimum in the elec-
tron density profile of the plasma. The on-axis temperature
rises and falls with the instantaneous value of current. During
this stage, the plasma density profile varies only weakly with
current (time), as shown by the on-axis density in Fig. 1(a) and
the matched spot size in Fig. 1(c). This suggests that lower

current can be used to achieve the desired density profile.
Indeed for lower peak current (80 A and 45 A), we see that the
third stage (in which guiding of intense laser pulses is possible)
is still reached, although it occurs for later times (t' 100 ns for
I0¼ 80 A, after t' 140 ns for I0¼ 45 A). For 33 A, the steady-
state equilibrium is not established during the time of dis-
charge, although a density-minimum on-axis is observed for
some delays. The radial distributions of electron density at
150 ns for electric currents of 140 A, 80 A, 45 A, and 33 A are
plotted in Fig. 2(a). An axial minimum in the radial electron
density profile is well established for electric currents of 140 A,
80 A, and 45 A, but not for 33 A. Fig. 2(b) shows the density
profiles at 200 ns. Although there is a density minimum on axis
for all values of peak current, poor-quality guiding of intense
laser pulses may be observed for the 33 A case because the par-
tially ionized plasma [as shown in Fig. 1(a)] may result in
ionization-induced defocusing of the laser pulse. For the 33 A
case, the maximum ionization degree of '96% is achieved
'80 ns after the peak of current. This corresponds to a poten-
tial increase in the on-axis density of 0.04" 1018m#1, which is
approximately the same as the plasma channel depth at a radius
of WM¼ 54 lm. This will give rise to ionization-induced defo-
cusing of spatially Gaussian laser pulses (but may be of interest
for guiding of pulses with different spatial profiles36). In addi-
tion to the issue of ionization defocusing and formation of a
weaker channel, operation close to threshold may result in the

FIG. 1. The temporal evolution of the waveguide for electric currents of
140 A, 80 A, 45 A, and 33 A. The on-axis values of electron density, temper-
ature, matched spot size, and ionization degree are shown in (a), (b), (c), and
(d), respectively. Also shown in (a) is the normalized discharge current. For
each value of current except for 33 A, a stable density profile is observed for
tens of ns [(a) and (c)], along with temperature on-axis above 3 eV (which
yields full on-axis ionization). Only the case of 33 A does not provide
plasma properties suitable for guiding. The plasma channel density and
depth at t¼ 150 ns do not vary significantly with peak current.
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26 Torr , 35 mbar

> Electron temperature and density evolution dependence on current and pressure

> 1.5 kA/ mm2 : Capillary not ablated 
> 4.6 kA mm2 and above : Single shot ablation of capillary walls observed
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radius derived in Ref. 20 to estimate that the capillary can be
operated for at least an hour at a repetition rate of 1 kHz. In
order to show that the capillary can be operated for longer
periods in reasonable time, a more accurate measurement of
eroded volume or higher repetition rate discharge is required.
Section III describes the development of a capillary dis-
charge waveguide operating at 1 kHz, which allowed for bet-
ter determination of the potential erosion rate.

III. DEMONSTRATION OF kHz OPERATION

A. Average power limitations

If the average power dissipated into the capillary wall
becomes too high, melting will occur. To determine this li-
mitation on repetition rate in this section, we report on
steady-state solutions of the heat dissipation in sapphire and
diamond capillary waveguides. The model used treats the
thermal parameters of the materials as functions of tempera-
ture. Conductive heat transfer is governed by

q ¼ "kðTÞrT; (2)

where q, k(T), and T are the heat flux, thermal conductivity,
and temperature, respectively. The heat transfer equation
was solved subject to the boundary conditions, which are
constant heat flux at the inner capillary wall and constant
temperature of 300 K (corresponding to room temperature
water cooling) at the outer surface.

Figure 7 shows the maximum temperature as a function
of power dissipated in a sapphire and diamond cylindrical
capillary of radius 125 lm, outer diameter 2 mm, and length
25 mm. Considering the melting point of sapphire (%2300 K)
vs diamond (%3800 K), the power that can be tolerated is
two orders of magnitude higher for diamond than for
sapphire.

To place limits on repetition rate, we first estimate the
energy deposited into the capillary per shot. For example,
the Spitzer resistivity calculated from the temperature and
density for the 80 A case of Fig. 1 yields an energy deposited
into the structure of %30 mJ using Ohms law. Taking the
example of 1 kW from Figure 7(a) where the temperature is

still well below that of the melting point for sapphire, the
maximum repetition rate for the 80 A case is %30 kHz.

B. Repetition rate limitation due to capillary refill time

The time required to refill the capillary after a discharge
can also limit the repetition rate. After a discharge is struck
the plasma temperature and pressure rise in %100 ns. The
plasma will expand rapidly into the vacuum region and the
gas feed slots and cool until pressure of the hot gas matches
the upstream feed gas pressure (in a few tens of ls).

In order to place an upper limit on this expansion, the
peak radially averaged temperature and density inside the
capillary were taken from the 80 A, 26 Torr MHD simula-
tion. Assuming adiabatic expansion into the gas slots alone
(which will overestimate the expansion), it is estimated that
the hot gas expands a few mm inside the 2.5 mm-diameter
plastic tubing, and the temperature is a few thousand Kelvin.

Time-resolved 3D simulations to determine the re-filling
time after the expansion phase were run using the FLUENT
computational fluid dynamics package in ANSYS 14.5.40

Laminar flow was assumed with the slip boundary formula-
tion for low-pressure gas systems, which extends the laminar
flow model into the transition regime.

The gas feed slots and capillary were fed by a reservoir
of hydrogen with a volume orders of magnitude larger. The
capillary length and diameter were 33 mm and 250 lm,
respectively. Two cases were investigated bracketing the
estimated expansion, the first of which had gas feed geome-
try matching the experiment and an expansion 30 mm into
the plastic tubing. The second was for a modified geometry
where the gas slots in the sapphire were 3 mm-long and
directly attached to the constant-pressure reservoir.

The reservoir and all tubes were initially filled with
34 Torr hydrogen. The reservoir was initialized with 300 K
and the tubes with 3000 K. The exit of the capillary emptied
into a vacuum region with a fixed 100 mTorr static pressure
at its boundary. The system was allowed to evolve in 100 ns
steps for 600 ls via a coupled pressure-velocity solution
scheme with second order spatial discretization.

The results are shown in Fig. 8, which shows the density
in the middle of the capillary as a function of time. For both
cases, the capillary refills in less than 1 ms, which supports
1 kHz operation. For the first case with longer fill tube and
geometry that matches the experiment, after 600 ls, the cap-
illary had refilled with pressure variation less than 0.2%
between the gas slot and the capillary center. The equilib-
rium flow rate was 6.3& 10"8 kg/s. The measured flow rate
was 6.4& 10"8 kg/s. The simulated pressure inside the capil-
lary was 27.5 Torr compared with the measured value of
26 Torr, the small difference likely due to the fact that the
simulation does not include the almost meter-long plastic
tubing to the upstream pressure meter.

The results show that the capillary refills on sub-ms
timescales, and that the refill time is dominated by the time
to fill the capillary section, allowing for kHz repetition rates
with the current design. Shorter capillaries or additional gas
feeds could be used to decrease refill time further.

FIG. 7. Shown in (a) is the wall temperature as a function of power dissi-
pated in a cylindrical capillary of radius 125 lm, outer diameter 2 mm, and
length 33 mm obtained by solving Eq. (2) for sapphire (red) and diamond
(black).

033302-6 Gonsalves et al. J. Appl. Phys. 119, 033302 (2016)
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radius derived in Ref. 20 to estimate that the capillary can be
operated for at least an hour at a repetition rate of 1 kHz. In
order to show that the capillary can be operated for longer
periods in reasonable time, a more accurate measurement of
eroded volume or higher repetition rate discharge is required.
Section III describes the development of a capillary dis-
charge waveguide operating at 1 kHz, which allowed for bet-
ter determination of the potential erosion rate.

III. DEMONSTRATION OF kHz OPERATION

A. Average power limitations

If the average power dissipated into the capillary wall
becomes too high, melting will occur. To determine this li-
mitation on repetition rate in this section, we report on
steady-state solutions of the heat dissipation in sapphire and
diamond capillary waveguides. The model used treats the
thermal parameters of the materials as functions of tempera-
ture. Conductive heat transfer is governed by

q ¼ "kðTÞrT; (2)

where q, k(T), and T are the heat flux, thermal conductivity,
and temperature, respectively. The heat transfer equation
was solved subject to the boundary conditions, which are
constant heat flux at the inner capillary wall and constant
temperature of 300 K (corresponding to room temperature
water cooling) at the outer surface.

Figure 7 shows the maximum temperature as a function
of power dissipated in a sapphire and diamond cylindrical
capillary of radius 125 lm, outer diameter 2 mm, and length
25 mm. Considering the melting point of sapphire (%2300 K)
vs diamond (%3800 K), the power that can be tolerated is
two orders of magnitude higher for diamond than for
sapphire.

To place limits on repetition rate, we first estimate the
energy deposited into the capillary per shot. For example,
the Spitzer resistivity calculated from the temperature and
density for the 80 A case of Fig. 1 yields an energy deposited
into the structure of %30 mJ using Ohms law. Taking the
example of 1 kW from Figure 7(a) where the temperature is

still well below that of the melting point for sapphire, the
maximum repetition rate for the 80 A case is %30 kHz.

B. Repetition rate limitation due to capillary refill time

The time required to refill the capillary after a discharge
can also limit the repetition rate. After a discharge is struck
the plasma temperature and pressure rise in %100 ns. The
plasma will expand rapidly into the vacuum region and the
gas feed slots and cool until pressure of the hot gas matches
the upstream feed gas pressure (in a few tens of ls).

In order to place an upper limit on this expansion, the
peak radially averaged temperature and density inside the
capillary were taken from the 80 A, 26 Torr MHD simula-
tion. Assuming adiabatic expansion into the gas slots alone
(which will overestimate the expansion), it is estimated that
the hot gas expands a few mm inside the 2.5 mm-diameter
plastic tubing, and the temperature is a few thousand Kelvin.

Time-resolved 3D simulations to determine the re-filling
time after the expansion phase were run using the FLUENT
computational fluid dynamics package in ANSYS 14.5.40

Laminar flow was assumed with the slip boundary formula-
tion for low-pressure gas systems, which extends the laminar
flow model into the transition regime.

The gas feed slots and capillary were fed by a reservoir
of hydrogen with a volume orders of magnitude larger. The
capillary length and diameter were 33 mm and 250 lm,
respectively. Two cases were investigated bracketing the
estimated expansion, the first of which had gas feed geome-
try matching the experiment and an expansion 30 mm into
the plastic tubing. The second was for a modified geometry
where the gas slots in the sapphire were 3 mm-long and
directly attached to the constant-pressure reservoir.

The reservoir and all tubes were initially filled with
34 Torr hydrogen. The reservoir was initialized with 300 K
and the tubes with 3000 K. The exit of the capillary emptied
into a vacuum region with a fixed 100 mTorr static pressure
at its boundary. The system was allowed to evolve in 100 ns
steps for 600 ls via a coupled pressure-velocity solution
scheme with second order spatial discretization.

The results are shown in Fig. 8, which shows the density
in the middle of the capillary as a function of time. For both
cases, the capillary refills in less than 1 ms, which supports
1 kHz operation. For the first case with longer fill tube and
geometry that matches the experiment, after 600 ls, the cap-
illary had refilled with pressure variation less than 0.2%
between the gas slot and the capillary center. The equilib-
rium flow rate was 6.3& 10"8 kg/s. The measured flow rate
was 6.4& 10"8 kg/s. The simulated pressure inside the capil-
lary was 27.5 Torr compared with the measured value of
26 Torr, the small difference likely due to the fact that the
simulation does not include the almost meter-long plastic
tubing to the upstream pressure meter.

The results show that the capillary refills on sub-ms
timescales, and that the refill time is dominated by the time
to fill the capillary section, allowing for kHz repetition rates
with the current design. Shorter capillaries or additional gas
feeds could be used to decrease refill time further.

FIG. 7. Shown in (a) is the wall temperature as a function of power dissi-
pated in a cylindrical capillary of radius 125 lm, outer diameter 2 mm, and
length 33 mm obtained by solving Eq. (2) for sapphire (red) and diamond
(black).

033302-6 Gonsalves et al. J. Appl. Phys. 119, 033302 (2016)

> Gonsalves et al. J. Appl. Phys. 119, 033302 (2016) 

In order to determine if the temperature rise of the gas
calculated from the reduction of flow during kHz operation
is reasonable, thermocouple measurements were undertaken
using type K thermocouples that had time to reach 99% of
actual value almost 1 min. Thermocouples were placed on
the outer walls of the capillary (4 mm from the capillary
axis). The temperature rise of 33 mm–long 250 lm-diameter
capillary was measured after a kHz discharge test that ran
continuously for 15 min (0.9 million shots) with peak current
of 70 A and 32 Torr hydrogen in capillary. Since electrical
noise due to the discharge prevented measurement during
kHz operation, measurement using the handheld thermocou-
ple reader could only begin several seconds after the dis-
charge burst had stopped. Before the discharge was struck,
the temperature measured on the water-cooled side was
21.7 !C and 22.2 !C on the other side.

The temperature as a function of time after the discharge
burst is shown in Fig. 10. The temperature rise at the outer
wall is "20 K. The complicated geometry would require
simulation to determine the precise temperature at different

locations in the capillary and gas slots, but this is in reasona-
ble agreement with the "20 K rise calculated from half-duty-
cycle data of Fig. 9. The reduced average repetition rate will
reduce the measured temperature, but the temperature rise at
the capillary-gas interface will be larger than that measured
on the outer wall of the capillary. The results should there-
fore be considered simply as a demonstration of the effect of
gas temperature increase.

If for higher repetition rate the gas temperature increases
and the molecular density decreases, an increased flow rate
is required to achieve the same plasma conditions as the low
repetition rate case. The time-averaged spectrum and photo-
diode signals of single discharges were used to demonstrate
this. Note that if the density was changed, the linewidth of
the hydrogen lines would change as well as the overall light
intensity, and if the temperature was altered, the hydrogen
line to continuum ratios would be different. Fig. 11 shows

FIG. 10. After 15 min 1 kHz discharge at 70 A and 32 Torr hydrogen in cap-
illary, the temperatures decay behavior read by two thermocouples placed
on opposite sides of the capillary.

FIG. 11. Emission spectra for repetition rate 1 Hz (black) and 1 kHz (red)
for peak current 80 A in a capillary of radius 125 lm. For the 1 Hz data, the
initial fill pressure was 30 Torr. For the 1 kHz data, the flow rate was
increased by 25% to compensate for reduced density.

FIG. 12. Temperature rise measured on the outer wall of the capillary after
1000 discharges at 1 kHz for charge voltage 17.4 kV, peak current 80 A, and
initial hydrogen fill pressure 26 Torr.

FIG. 13. Heat deposited per discharge in a capillary of diameter 250 lm
filled with hydrogen at 26 Torr as a function of discharge voltage. The black
squares are calculated from temperature rise measurements after 1 s-long
kHz bursts and the blue circles are the result of a Spitzer resistance calcula-
tion of MHD data. The MHD result measures the total heat deposited to the
plasma and does not take into account energy lost through plasma and hot
gas ejection which continue to occur after the discharge current has ceased.

033302-8 Gonsalves et al. J. Appl. Phys. 119, 033302 (2016)
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C. The 1 kHz pulsed power supply

Since the gas refill time is sub-ms, a pulsed power sup-
ply capable of kHz repetition rates was built. The design
(described in detail in Ref. 41) was kept similar to the 1 Hz
pulsed power supply used for the guiding experiments pre-
sented here and in previous experiments,19,37,38 employing a
damped RLC discharge circuit where the energy storage ca-
pacitor and lumped element wave-shaping and current-
limiting components can be easily adjusted to accommodate
a range of capillary discharge requirements.

The charging system is based on a conventional 8 kJ/s
capacitor charging supply (TDK-Lambda 802L). There is
also a conventional resistor network and diode string in the
pulser chassis to protect the power supply from voltage re-
versal and to protect the switch from the stored energy in the
power supply cable (see Fig. 4). At 1 kHz, the average power
dissipated in series resistors and the switch from the cable
capacitance is !100 W. Forced air cooling is used for the se-
ries resistor array and the switch.

D. Demonstration of kHz operation

In this section, the operation of a capillary at kHz repeti-
tion rates is demonstrated. As shown in Section III A, it was
expected that operation at kHz repetition rate causes approxi-
mately 30 W to be deposited into the capillary wall. Since
the capillary is in vacuum and has poor thermal contact with
the chamber, it was necessary to add external cooling. A
water-cooled version of the waveguide was built. Water at
22" was flowed across one of the two sapphire blocks (the
surface opposite the semi-cylindrical groove) using a closed
loop chiller system with 230 W cooling capacity.

In order to determine if the plasma is affected by operation
at high repetition rates, several diagnostics were employed.
The optical emission from the plasma was measured using a
time-averaged spectrometer and photodiode, and the mass flow
rate of hydrogen was measured at the entrance to the vacuum
chamber using a pressure controller with built-in flow meter.
At 1 kHz repetition rate, both the optical plasma emission and
flow rate were reduced compared to 1 Hz case. Fig. 9 shows
the flow measured immediately before bursts of 5000

discharges separated by 1 ms. The time between the end of a
burst and the beginning of the next was 5 s, which is longer
than the time required to refill the capillary after a discharge is
fired. This is confirmed experimentally by the fact that at 1 Hz
repetition rate the flow and light yield are constant. The aver-
age repetition rate was 500 Hz. It can be seen that the flow rate
reduces but stabilizes after about 15 bursts (150 s). The pressure
inside the capillary is held constant, as confirmed by sensor
lines coupled to the capillary directly opposite the gas feed
lines. Therefore, the observed reduction in flow (and light emit-
ted by the discharge) is likely due to a rise in gas temperature.

In order to quantitatively determine if the gas tempera-
ture explanation for reduced flow is plausible, we model the
flow. Typically computationally expensive direct simulation
Monte Carlo (DSMC) methods or slip-corrected fluid models
are used since the flow transitions to rarefied flow close to
the capillary ends. Here we leverage the analytic framework
developed in Ref. 42, where the mass flow rate through a
tube of length l with a pressure drop DP is given by

_M ¼
Gpr3

capDP

l

m

2kT

! "1=2

; (3)

where m is the molecular mass of the gas, k is the Boltzmann
constant, and T is the temperature of the gas. The dimension-
less flow rate G can be calculated using

G ¼ da=4þ 1:0162þ 0:5489=da % 0:6081=d2
a; (4)

where da is the average of the rarefaction parameters at the
entrance and exit of the tube. The rarefaction parameter is
defined by d ¼

ffiffiffi
p
p

rcap=2k, where k is the mean free path.
The flow calculated from Eq. (3) using T¼ 295 K is
7.8& 10%8 kg/s. For the flow measured before the first burst,
the flow was 7.2& 10%8 kg/s, which agrees with the calcu-
lated flow to well within the 20% error in the flow measure-
ment. In order to match the experimentally measured
percentage drop in flow from the first burst to the stabilized
value in Fig. 9, the model requires an increase in temperature
of !20 K.

FIG. 8. Temporal evolution of the density in the middle of the capillary that
is re-filled after a discharge shot.

FIG. 9. Flow rate vs burst number for 1 kHz repetition rate and pressure
28 Torr. Each burst was 5 s-long and the time between the end of a burst and
the beginning of the next was 5 s.

033302-7 Gonsalves et al. J. Appl. Phys. 119, 033302 (2016)
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1 W.S. Cooper III and W.B. Kunkel; Phys. Rev. 138, 4A (1965), 1022Currently: Start from scratch 
>Gas exchanged before arrival of next shot 
> In kHz experiments with gas jets as well as in gas cells 

> In vapour ovens: up to 10 Hz operation in closed volume 
> Plasma completely recombined and gas has homogenised 
>However beam energy deposition has been observed already at FACET 

What lifetimes can be expected for plasmas? 
> electron-ion recombination times in hydrogen plasmas: 100us timescale1 

> excited species lifetimes: 2s state ~120 ms 
> after recombination: rotational and vibrational state distribution? 

Increasing repetition rate: Plasma reexcitation 
>Build up time to the state desired for operation 
> how long does it take to get to equilibrium 
> influence on plasma density profiles 
> how long do beam induced plasma perturbations exist?
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Figure 2: LTE snapshots of plasma ion density in real
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WAKEFIELD
To study the LTE of a laser wakefield in the plasma, we

use 2 1
2 D OSIRIS[3] PIC code with Eulerian specification

of the plasma dynamics. We initialize the plasma density
to 0.01n

c

with background ions of 10m

p

and pre-ionized
singly-charged state. We have intentionally chosen a rela-
tively high density plasma because !

pe

= !0⇥
p

n

e

/n
c

. We
resolve and reference the real time in simulation to the laser
period 2⇡/!0 thereby the dynamics within a single plasma
cycle is simulated in just

p
n

c

/n
e

= 10 laser cycles. We
discretize the space with 20 cells per skin-depth (c/!

pe

) in
the longitudinal and 10 cells per c/!

pe

in the transverse di-
rection. The simulation space size is chosen as 300 c/!

pe

x 600 c/!
pe

. We use absorbing boundary conditions for
fields and particles of all species. The laser pulse is chosen
to be a circularly polarized Gaussian pulse with normalized
vector potential a0 = 4.0 with pulse width of 10 f s.

From the simulations we observe that a plasma bubble is
excited by the laser pulse, as seen in Fig. 1[a] at 264 1

!
pe

.
The ions are stationary as seen from the ion density in
Fig. 2[a]. We observe that the bubble oscillates for about
20 plasma periods. The more the oscillations are delayed
in time, the more the bubble’s transverse size decreases and
the electron sheath around the bubble curves with smaller
radii towards the back of the bubble. We also observe at the
end of the bubble oscillations that the density of electrons
in the sheath around the bubble reduces and the electron
density is modulated further away from the axis of the bub-
ble in the transverse direction. Such a weak bubble with

! ! !

a" b" c"

Figure 1: Laser wakefield LTE snapshots of plasma elec-
tron density in real space at times, t = (a) 264 1

!
pe

(b)
1650 1

!
pe

(c) 6283.20 1
!

pe

.

! ! !

a" b" c"

Figure 2: LTE snapshots of plasma ion density in real
space at times, t = (a) 264 1

!
pe

(b) 1650 1
!

pe

(c) 6283.20 1
!

pe

.
We can observe onset of ion motion in (b).

curved electron sheath may be observed around 200 c

!
pe

in
Fig. 1[b].

At later times we also observe that neighboring plasma
bubbles merge into each other and the electrons in the
sheath execute motion around the merged ion cavity. The
merged bubbles can be seen around 100 c

!
pe

. The ion den-
sity at the same time as Fig. 1[b] is shown in Fig. 2[b].
From the ion density snapshot in Fig. 2[b] a feature can be
observed in the background ions around 100 c

!
pe

which has
shape similar to the merged bubble in electron density. The

! ! !

a" b" c"

Figure 3: LTE snapshots of electron longitudinal momen-
tum phase space along longitudinal dimension at times, t=
(a) 264 1

!
pe

, (b) 1650 1
!

pe

, (c) 6283.20 1
!

pe

.
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> A.A. Sakai et al; MOPAC 10 LONG TERM EVOLUTION OF PLASMA WAKEFIELDS

> 1/!pe ~ 20 fs -> Distortions of plasma electron density still visible after 120 ps 
> ion density distortions start to show up at about 120 ps 

> recent experimental results: ion column effects for multiple picoseconds

> M.F. Gilijohann et al. PHYSICAL REVIEW X 9, 011046 (2019)

http://plasma.desy.de
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Plasma evolution: Density perturbation timescales
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> A.A. Sakai et al; MOPAC 10 LONG TERM EVOLUTION OF PLASMA WAKEFIELDS

> 1/!pe ~ 20 fs -> Distortions of plasma electron density still visible after 120 ps 
> ion density distortions start to show up at about 120 ps 

> recent experimental results: ion column effects for multiple picoseconds

experimental observation window, we assume a symmetric
beam driver and perform simulations in cylindrical coordi-
nates. The drive-bunch parameters are deduced from refer-
ence shots with the second jet switched off, i.e., 520 pC at
150 MeVand 14-μm width at the second jet. The simulation
window has a size of ðr × zÞ ¼ ð45 × 440Þk−2p , at a reso-
lution of Δr ¼ Δz ¼ 0.033k−1p , with n0 ¼ 6 × 1018 cm−3

inferred from interferometry measurements. In each cell of
the mesh, four electron and four ion macroparticles are
initialized.
The simulations [see Figs. 4(b)–4(e)] indeed show a

conelike structure appearing in the ion distribution in the
trail of the wake. While our shadowgraphy diagnostic is
sensitive to diffraction caused by changes in the local
electron density, the ion distribution itself is not visible.
However, the plasma-wave decays after around 400 μm
behind the driver such that the large charge imbalance
vanishes and the plasma becomes quasineutral, leading to
approximately equal electron and ion distributions from
400 to 700 μm. As a result, also the electron distribution
exhibits the cone-shaped structure, which allows us to
observe this ion motion using shadowgraphy.
For better comparison with the experimental data,

we simulate the propagation of the probe through the
electron distribution calculated in the PIC simulation
(see the Appendix for more information). The synthetic

shadowgram, shown in Fig. 4(b), is in excellent agreement
with the experimental data and reproduces the same
diffraction features. The radial velocity of the ion momen-
tum mivsim⊥ ∼ 4 keV=c is also compatible with the mea-
sured miv

exp
⊥ ¼ 4.1þ1.6

−1.4 keV=c.
However, our analysis shows that the mechanism caus-

ing the ion motion differs from common ion channel
formation due to Coulomb explosion [56,57]. While a
Coulomb explosion leads to a radial expulsion of ions,
and, hence, an annularly shaped distribution, the ion
density in our simulations also increases close to the
propagation axis. The reason for this is that the ions in a
plasma wave experience radial focusing and defocusing
fields in alternation. The net effect of such oscillating forces
can be calculated using the ponderomotive formalism.
In the nonrelativistic limit, which is justified since v⊥ ¼
0.0017 c ≪ c, the ponderomotive force exerted by the
plasma wave is [58]

F⃗pond;PW ¼ −
e2

4ω2
p
∇⃗jE⃗PWj2; ð4Þ

where E⃗PW is the local amplitude vector of the wakefield. In
contrast to the well-known ponderomotive force of a laser
pulse, the plasma-wave amplitude remains almost constant

(a1)

(a2)

(a3)

(a4)

(a5)

(b)

(c)

(d)

(e)

FIG. 4. Ion-channel formation from a plasma wakefield. Left: (a) Raw shadowgrams showing electron-driven plasma waves
(propagating to the right) and their trailing ion channels for five consecutive shots. The dashed lines in the lower shadowgram
exemplarily show the maxima of the ion distribution (via the electron distribution), the radial velocity of the maxima ṽ and the
momentum of an ion with p̃ ¼ miṽ. Right: Corresponding particle-in-cell simulations and synthetic shadowgram (b). The electron (c)
and ion densities (d) clearly show quasineutrality after several plasma-wave periods. The channel in the synthetic shadowgram is in
excellent agreement with the measured ones. The ion trajectories (e) on a radially scaled ion density from (d) show that ions close to the
symmetry axis are accelerated towards the axis, while ions with r0⪆2k−1p are accelerated away from it. Arrows along with the color scale
indicate the instantaneous momenta.

DIRECT OBSERVATION OF PLASMA WAVES AND DYNAMICS … PHYS. REV. X 9, 011046 (2019)

011046-7

> M.F. Gilijohann et al. PHYSICAL REVIEW X 9, 011046 (2019)
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What are the problems involved
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Physics Engineering

thermal load - efficient cooling

- energy deposition of  
  drive beam 
- alternate ways of  
   energy extraction

target - gas removal 
- lifetime

background plasma - repetition rate
- ionisation 
- equilibrium 
- perturbations

efficiency

http://plasma.desy.de
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Gas removal
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> Differential pumping is well understood 

> Efficient gas removal requires large pumping 
speeds, small orifice dimensions and ideally 
bent section 

> Compact integration available, see  A. Maier 
Wednesday 9:00 

> Requirement for FLASHForward: pressure 
below 10-8 mbar at intersection to RF 
accelerator

> Pumping speeds required for 20 mbar l/s H2 operation 
   Experimental chamber: Removing 95% of the gas load 
	 2 x 2000 l/s turbo pump  
   First stage: Removing 4.95% of the initial gas load  
	 700 l/s turbo pump  
   Second stage: 
	 700 l/s turbo pump  
   Third stage: 
	 700 l/s turbo backed by 80l/s turbo 

Differential pumping stations
2.27m13.94m1.02m

http://plasma.desy.de
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Currently existing gas target concepts

12

Gas Jets: 
> pulsed operation (~ms) -> DC gas flow for kHz 
> poor scaling for multiple cm to m length 

(Metal) Vapour Ovens: 
> density controlled thermally 
> proven homogeneity on meter scale 
> operation (usually) with windows 

Gas Cells: 
> filling time requires CW gas operation 
> homogenous gas density distribution 
> various ionisation schemes 
> no windows required

http://plasma.desy.de
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Ionisation by beam 
> Sufficient field strength of intended drive beam required 
> Electron beam driver: Head erosion 
>Complex ionisation dynamics on few femtosecond scale 

Figure 1. Beam (top) and plasma (bottom) densities at 3

different locations (s~0cm, 158cm and 300cm along the

plasma) in (a) pre-ionized and (b) self-ionized plasmas

UPPER LIMIT OF THE EROSION RATE

FOR A BI-GAUSSIAN BEAM –

THEORETICAL MODEL

In this section, we estimate the erosion rate in a self-

ionized plasma generated by a bi-gaussian beam using a

simple theoretical model. Figure 2 shows the schematic of

the beam head evolution. Due to the electric field from a

relativistic bi-gaussian beam
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Figure 3 plots the evolution of �
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 as a function of

propagation distance s for several different initial

ionization front locations (� i0 �� ion (s = s0) = 0.5 ~ 4� z
). Since

the expansion rate for the beam part between A and B is

actually smaller than the vacuum expansion rate, Equation
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pre-ionized pre-ionized self-ionized self-ionized

~0 m ~0 m3 m 1.5 m

> Concepts for mitigation have been demonstrated 
> non matched beam with larger beta function 

S. Corde at al. Nature Commun. 7: 11898 (2016)

> M. Zhou et al. Proc. PAC07 No. 3064 (2007)
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Ionisation by beam 
> Sufficient field strength of intended drive beam required 
> Electron beam driver: Head erosion 
>Complex ionisation dynamics on few femtosecond scale 

15.4 eV

30.0 eV

2.8 eV

4.5 eV

13.6 eV

H2 vibration
H2 dissociation

laser pulse

takes time 
H2 ~ 20-40fs!

Figure 1. Beam (top) and plasma (bottom) densities at 3

different locations (s~0cm, 158cm and 300cm along the

plasma) in (a) pre-ionized and (b) self-ionized plasmas
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THEORETICAL MODEL

In this section, we estimate the erosion rate in a self-

ionized plasma generated by a bi-gaussian beam using a

simple theoretical model. Figure 2 shows the schematic of

the beam head evolution. Due to the electric field from a

relativistic bi-gaussian beam
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pre-ionized pre-ionized self-ionized self-ionized

~0 m ~0 m3 m 1.5 m

> Concepts for mitigation have been demonstrated 
> non matched beam with larger beta function 

S. Corde at al. Nature Commun. 7: 11898 (2016)

> M. Zhou et al. Proc. PAC07 No. 3064 (2007)

http://plasma.desy.de
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Plasma generation
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Ionisation by additional beam source: 
> Synchronisation, drifts, stability  

(see  A. Maier Wednesday 9:00) 
> Plasma channel length and diameter 

 -> weak focussing  
> Points to tackle: Repetition rate and average 

power

Laser beam energy loss for plasma generation 
using H atoms  

electron density: 2x1017cm-3

> Experimentally observed at FLASHForward: 
> F# 360, ~300 mJ, ~50 fs: > 50 cm 

plasma channel at 1015 cm-3 level 
in Argon

> Experimentally observed at Awake 
> F# 360, ~450 mJ, ~100fs: ~ 10 m 

plasma channel at 7x 1014 cm-3 

in Rubidium (lower ionisation energy!)

Ionisation by beam 
> Sufficient field strength of intended drive beam required 
> Electron beam driver: Head erosion 
>Complex ionisation dynamics on few femtosecond scale 

http://plasma.desy.de
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Ongoing laser development

15

> Not available, however demand for kHz rep rate, few tens of femtosecond Joule class laser systems exists, 
e.g. kBELLA / KALDERA 

> multiple avenues are currently being investigated : 

> Ti:sapphire  

> Incoherently combined fiber lasers 

> Pumped by diode pumped Yb:YAG laser 

> Thin disk laser  

> Tm:YLF Diode pumped, gas cooled  

> Fiber lasers:  

> Coherent pulse stacking, coherent beam combining, spectral combining 

> Multi-core fiber laser with coherent beam combining  

> Timescale for development ~10 years 

> See recent report on Laser Technology of k-Bella and Beyond!

Office of
Science

Revolutionary accelerators will require revolutionary lasers:
Laser Technologies for k-BELLA and Beyond: 3kW to 300 kW

4

Ti:sapphire based
- fiber laser pumped 

(MIT-LL, URochester)
- thin disk (ELI-ALPS)
- diode laser pumped 

(CSU)

Tm:YLF (LLNL)
- Novel material
- Great potential

Multi-core fibers 
(Fraunhofer Jena) 
- Potential to go to 300 kW

Coherent combining
- LBNL/UMich/LLNL

http://plasma.desy.de
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Plasma generation
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> Importance also for other potential topics, e.g. 
APLs (see presentation by Carl Lindstrøm 
Thursday 13:30) 

> Pulse shape depends on configuration 

> For impedance matched network: almost 
square wave voltage pulses 

> Desired: independent tuning of current 
amplitude and pulse duration 

> Extending plasma length is tricky 

> Average and peak current capabilities of solid 
state switches (MOSFETs) are increasing 

> Push-Pull configurations possible  

> FLASHForward setup: 
2 thyratron switched PFNs with 1.6kA 
peak current and arbitrary inter-
discharge delay 

Ionisation by beam 
> Sufficient field strength of intended drive beam required 
> Electron beam driver: Head erosion 
>Complex ionisation dynamics on few femtosecond scale 

Ionisation by additional beam source: 
> Synchronisation, drifts, stability  

(see  A. Maier Wednesday 9:00) 
> Plasma channel length and diameter 

 -> weak focussing  
> Points to tackle: Repetition rate and average 

power

High voltage discharge generation 
> Various concepts of energy storage and release 

MOSFET switches offer great potential 
> Power deposition within target
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Plasma generation
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Ionisation by beam 
> Sufficient field strength of intended drive beam required 
> Electron beam driver: Head erosion 
>Complex ionisation dynamics on few femtosecond scale 

RF excited Helicon plasma 
>Confinement of plasma electrons in a dense core

> plasma length > 1 m and diameters > 1 cm 
have been demonstrated 

> observed electron densities ~ 1015 cm-3 at 
electron temperatures of few eV 

> RF power in the tens of kW for plasma on 
meter scale  

> typically operated pulsed at few 10 Hz, 
lower densities in DC 

> Theoretical investigations predict higher 
densities should be possible

identical m=+1 half-turn helical antennas (lant=75 mm)
are equidistantly placed. Each of the antennas is fed by an
identical chain of rf generator and manual L-type capacitive
matching circuit. With each rf generator supplying up to
Prf=12 kW, a total power of typically Prf�27 kW can be
delivered into the system without arcing at the antennas. The
axial magnetic field required for helicon wave excitation is
created by five water-cooled copper coils, providing an on-
axis magnetic field up to Bz�116 mT for coil currents
Icoil�370 A as shown in figure 2(b). The working gas,
typically argon, is continuously pumped at one axial end and
fed into the system at the opposite axial end of the discharge
tube. For the presented measurements, no gas flow control or
pump limitation was implemented, but the gas flow was
manually adjusted at the inlet side for a constant fill pressure
in the range p0=(3K15) Pa. The discharge is operated in a
pulsed mode with f=10 Hz and 10% duty cycle to generate
fast (≈ μs) ramp-ups of the rf power while reducing the heat
load on the glass tube and antennas during high power
operation.

Chief diagnostic tool is a 2-pass CO2 laser interferometer
(λ=10.6 μm) measuring the radially line-integrated plasma
density at one axial location between two helicon antennas
(see figure 2). The complete plasma cell is mounted on four
electric lifting cylinders and can be vertically moved with
respect to the laser interferometer. This allows to measure the
line-integrated radial density profile on a pule-to-pulse basis,
which in turn is used to derive the radial density profile at the

location of the interferometer measurement assuming azi-
muthal symmetry of the discharge.

An important parameter for the use in PWA applications
is the axial density homogeneity. While no diagnostic means
are installed at PROMETHEUS-A to assess the axial density
distribution and thus no measurements are available, global
density gradients along the axis are unlikely due to the evenly
distributed power coupling with each antenna providing the
same amount of rf heating power to the plasma. Possible
inhomogeneities in the regions between the antennas are
thought to be controllable by adjusting the antenna spacing
and the local magnetic field. The investigation of the effec-
tiveness of these control parameters remains an open task
until the diagnostic possibilities are extended.

4. Results

4.1. Time-resolved density evolution

The evolution of the plasma density follows a very similar
form for all operating parameters. Figure 3 shows the first
1 ms of a number of measurements at different rf power
levels. Each of the lines represents the average time trace of
typically 10 individual discharges. The error bars indicate the
total variation of measured densities for Prf=4.5 kW and
Prf=27 kW. For all rf power levels, the plasma density
quickly rises to a peak value within a few 100 μs and
decreases to some steady-state density within the following
2 ms. One could speculate that this temporal variation of the
plasma density is related to the neutral gas fueling, the so-
called neutral pumping effect [51–54]. This aspect is subject
to further investigations. However, the reproducibility of the
peak density occurrence, which is important for PWA pur-
poses, can already be assessed.

In figure 4, the time of the peak density tpeak is shown
along with the peak width w98, defined as the time in which
the density is higher than 98% of the peak density, for the

Figure 2. (a) The 1 m long prototype module PROMETHEUS-A for
the plasma wakefield accelerator experiment AWAKE. The magn-
etic field coils are adjusted to produce a field as homogeneous as
possible, while providing access to the radial ports of the tube for
diagnostic purposes. The interferometer position at the leftmost port
is marked by a red beam. (b) Calculated magnetic field on-axis for
the highest available coil current. Measured values at two ports are
shown as red dots.

Figure 3. Evolution of line-integrated electron density within the first
1 ms of an rf pulse. Lines correspond to different rf power levels
between 4.5 and 27 kW. The error bars indicate the total variation of
the density in the vicinity of the indicated time step over typically 10
discharges.

3

Plasma Phys. Control. Fusion 60 (2018) 075005 B Buttenschön et al

> B. Butterschoen et al. Plasma Phys. Control. Fusion 60 (2018) 075005 
> I. Kotelnikov Physics of Plasmas 21, 122101 (2014)

Ionisation by additional beam source: 
> Synchronisation, drifts, stability  

(see  A. Maier Wednesday 9:00) 
> Plasma channel length and diameter 

 -> weak focussing  
> Points to tackle: Repetition rate and average 

power

High voltage discharge generation 
> Various concepts of energy storage and release 

MOSFET switches offer great potential 
> Power deposition within target
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1. Motivation

3. Plasma Diagnostics

2. Experimental Set-up

The FLASHForward Project

The FLASHForward project at DESY, Hamburg comprises an array of experiments to explore beam and laser

driven plasma wakefield acceleration [1]. Knowledge of the plasma density and its spatial and temporal evolution

are important for realising  controlled plasma wakefield acceleration at FLASHForward. The BOND laboratory

houses a plasma target characterisation  experiment which is currently being developed. We present the initial

results of the characterisation  of discharge-ignited plasmas in cylindrical ‘capillary’ type targets using two

diagnostic techniques: emission spectroscopy and two-colour laser interferometry.

References
[1] A. Aschikhin et. al., Nuc. Inst. Meth. A 806, 175-183 (2016) 

[2] J. Van Tilborg et. al., Optics Letters Vol. 43, No. 12 (2018)
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5. Initial Longitudinal Profile Evolution

Plasma Target Characterisation at
FLASHForward  

Plasma Targets

The present plasma targets used at FLASHForward are of a cylindrical, 'capillary' type. In this work we investigate

plasma ignition via electrical discharge.

 

Two-colour Laser Interferometer

The longitudinally averaged on-axis plasma density is measured using a common-path, two-colour laser

interferometry technique [2]. We use the phase-shift between the two colours in the plasma to determine the

plasma density. Good temporal resolution of the plasma density can be realised, of the order of the laser pulse 

length ~50ps.

Experimental Plasma Target Characterisation Chamber in the BOND Lab

 

Emission Spectroscopy

We apply commonly used atomic/ionic emission spectroscopy techniques [3,4] and observe the broadening of the 

emission lines due to the Stark effect, to measure the plasma density. The set-up allows flexibility to measure the

spacial distribution of the plasma density in both the radial and longitudinal dimensions, with a time resolution of

~10ns due to a fast-gated camera.

Phase shift of the interference pattern as a function of 

time with respect to the discharge ignition

Interference pattern

H-� line 

(656.28nm)

Argon 95% - Hydrogen 5%
Hydrogen 100%

Acknowledgements
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techniques, especially Kris Poder and Bernhard Schmidt.

6. Next Steps
We are continuing to refine out experimental techniques and to understand the differences in the diagnostic

results. Additionally we are developing a third diagnostic: a transverse laser interferometer for high resolution

spatial and temporalmeasurements. We aim to be able to characterise all target types used in FLASHForward, 

including laser-ionised plasma.

4. Initial Diagnostics Comparison 

Initial experiments with argon doped with 5% hydrogen apear to agree well but more investigation is needed for

a clearer understanding as well as with other gas species such as 100% hydrogen.

The longitudoinal plasma density profile was measured by observing the target at different longutidinal

positions and at a range of times after the discharge. The longitudinal average of this measurement (at a given 

time) can be compared to the two-colour laser interferometric technique.

Electron beam driver interaction with plasma

18

> Electron beam contributes to heating of the plasma 
> as seen at FACET: contributes to temperature increase in a vapour oven 

> Assume efficiency of 40% and drive beam depletion:  
60% of the initial energy remains in interaction volume! 

> ultimately this energy will thermalise 

> FLASH type drive beam ~1W per bunch, at 100 kHz this would translate to 60 kW 
> target length 40 cm: exceeding 1kW/cm 

> efficient cooling mechanisms required! 

> how much energy is dissipated via radiation processes? 

> recently explored: Additional energy extraction by active  
damping using a trailing laser beam 

> J. Cowley et al. PRL 119, 044802 (2017)  

> Alternative approach: Jump-start  
Use external source for first plasma generation, then the deposited beam energy to reexcite the plasma 
- a lot of influencing factors!
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How can FLASHForward contribute

19

> Benefit of superconducting RF linac: 
> Adjustable operation rate in macro pulse from 3 MHz down to few kHz 
> Adjustable bunch charge from 1 nC down to few 10 pC 

>  Targets up to 45 cm length 
>  Plasma densities between 5 x 1017 cm-3 down to few 1014 cm-3    

> Exploration of plasma density perturbation timescales using the double discharge configuration 

>Near future: 
> Upgrade to a MOSFET switched discharge system for MHz-multi bunch operation 
> Existing expertise in development of current XFEL arbitrary bunch train kickers  

> Investigate progression from unperturbed to equilibrium plasma formed by high repetition rate bunch train 

10

rsta.royalsocietypublishing.org
P

hil.Trans.R
.S

oc.A
0000000

..................................................................
4. High-average-power at FLASHForward
As outlined in the Sec. 3, both X-1 and X-2 experiments hold a lot of promise for drastically
reducing the size of future facilities. However, despite the rapid and promising evolution of both
LWFA and PWFA (L/PWFA), neither has as yet been able to provide the high-average-power
afforded by superconducting RF (SRF) technology, thus drastically limiting applicability of both
schemes for future facilities. LWFA is currently limited by the available repetition-rate of high-
intensity, high-power laser drivers, presently preventing them from operating at repetition-rates
beyond the Hz level. Although schemes in which high-intensity, Joule-level lasers are able to
operate at kHz rates have been envisaged, these are years away from experimental realisation.
For PWFA machines, the limitation in repetition-rate arises from the conventional accelerator that
provides the drive beam. However, unlike the case of LWFA schemes, high repetition-rate, high-
average-power conventional facilities exist [8,31] and are able to provide beams to investigate the
efficacy of PWFA as drivers for future collider and FEL installations.

800 μs

100 ms

RF
 a

m
p.

 / 
ph

as
e

time

10 Hz macro-pulse

up to 3 MHz

bunch train

Figure 5. Cartoon of the 10 Hz macro-pulse and MHz bunch train structure available to FLASHForward
for high-power experimentation.

As described in Sec. 2, initial acceleration of electrons at FLASHForward is carried out by
a series of SRF stages using niobium accelerating cavities. The FLASH gun and linac modules
operate with a 10 Hz macro-pulse structure, providing 1.25 GeV, 1 nC electron bunches at up
to 3 MHz micro-pulse frequencies. This bunch structure can be seen in Fig. 5, illustrating the
maximum 800 µs long SRF flat-top pulse. At full capacity the SRF modules can accommodate
2,400 bunches per macro-pulse at 3 MHz micro-pulse frequencies, thus providing up to 24,000
bunches per second to the FLASHForward experimental area.

Figure 6 shows a handful of cutting edge LWFA and PWFA facilities, the average power
of which are displayed as a function of the number of bunches per second their front ends
are capable of supplying. In order to pursue the application of L/PWFA technology to future
collider and photon science facilities its functionality must be demonstrated at the high-average-
powers currently available through conventional accelerator technology. At full capacity, the
FLASH bunch train structure corresponds to 30 kW of average power, orders of magnitude
higher than drivers available to other state-of-the-art L/PWFA experiments. This high-power
functionality makes FLASHForward the only plasma-wakefield facility in the world with the
immediate capability to develop, explore, and benchmark high-average-power plasma-wakefield
research essential for next-generation facilities.

However, in order to fully utilise this high-power capability the current FLASHForward
infrastructure must be expanded. Implementation of the concepts outlined in this section will
facilitate this expansion. These are centred around i) proof-of-principle sub-µs probing of the PWFA
recovery time, ii) generation of PWFA at MHz frequencies, iii) separation of high-power driver and witness
pairs, iv) state-of-the-art capillary lifetime and cooling studies, and v) the development of new diagnostic
techniques for the measurement of MHz PWFA.
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Figure 7. Cartoon of the proof-of-principle effective MHz experimental setup illustrating two driver-witness
bunch pairs with variable separation interacting with two distinct plasmas generated by consecutive high-
voltage discharges.

(b) High-frequency plasma generation
In order to scale up the proof-of-principle two-thyratron experiment to multi-bunch trains,
resulting in MHz-rate PWFA of hundreds of bunches, a new type of high-voltage discharge
unit must be developed. These bunch trains of increasing average-power, again with intra-bunch
separation on the sub-µs-level, will be used to probe the reproducibility of PWFA processes at
scales required for implementation at future facilities, answering questions such as when a steady
state of reproducible acceleration is reached. Successful operation with hundreds of bunches
would confirm that high-average-power PWFA is feasible.

In order to meet this goal, it is clear that a more flexible and efficient discharge switch system
is required beyond, say, simply stacking several thyratron units. Much effort has recently been
invested in the world-leading Eu-XFEL facility at DESY [31], with FEL user operation having
begun in 2017. One of the hardware developments necessary for deflection of designated bunches
in a MHz frequency bunch train into separate beamlines is that of a fast kicker magnet operating at
the sub-µs level. Such magnets require rise and fall times on the ns-level with flat tops of tens-of-
ns in length. These fast kickers are switched by a type of metal-oxide-semiconductor field-effect
transistor (MOSFET) operating at MHz rates and voltage amplitudes on the few-kV scale. The
summing of these transistors to provide tens-of-kV pulses would allow for complete ionisation of
the outer electrons of most gas species used in PWFA experiments, delivering the perfect method
for high-frequency (re)ignition of plasma with variable frequency and separation.

Once the hardware development of the MOSFET and its subsequent incorporation into the
FLASHForward infrastructure are complete, the results of the double-thyratron proof-of-principle
experiment may be benchmarked against those of the MOSFET using the electron spectrometer
subtraction method outlined in Sec. 4(a). The number of consecutive bunches in a single macro-
pulse bunch-train will then be increased from two to the current 60 W average-power limit of
the FLASHForward facility (currently defined by radiation safety limits but in future increasing
to higher powers). This corresponds to, for example, 200 electron bunches of 1 GeV energy and
0.3 nC charge at a macro-pulse repetition-rate of 1 Hz.

(c) Capillary lifetime and cooling
The transfer of energy from the driver to the wake then to the witness bunch is not 100%
efficient, with most of the unused energy transmitted to the plasma in the form of heat. As an
example, assuming the process is 50% efficient this would lead to approx. 1 kW/cm of required
power dissipation for a 15 cm capillary at the full FLASHForward average-power. Magneto-
hydrodynamic codes such as FLASH [36] must be used to simulate the heat deposition and
transfer in a variety of gas species. The subsequent transfer of that heat through the plasma and
into the surrounding capillary walls must also be quantified in order to develop a suitable cooling
system.

Investigation into the lifetime of plasma capillaries over millions of kHz-rate, high-voltage
discharges shows promise for implementation at FLASHForward [37]. These studies include the
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