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Changing Use Cases for Archival Storage
1. Scaling up for Run 3 and HL–LHC
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Changing Use Cases for Archival Storage
2. Data for online analysis stored on tape (“Data Carousel”)

Source: Tape Usage, Xin Zhao (Brookhaven National Laboratory), ADC Technical Coordination
Board Meeting, 28 May 2018

https://indico.cern.ch/event/732181/contributions/3019046/
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Changing Use Cases for Archival Storage
2. Data for online analysis stored on tape (“Data Carousel”)

Source: Fascinating Vintage 20 Cassette Carousel from 1972 : Panasonic RS–296US

https://www.youtube.com/watch?v=RJo13FP4UpI
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CASTOR Architecture
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CERN Tape Archive Architecture
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CTA Architecture

CTA offers the “Best of Both Worlds”
User interface, file access and disk pool management
from EOS

Tape system management from CASTOR

New scalable, robust queuing system to link the two

CTA design principles
Simplicity

Scalability

Performance

Full details: An efficient, modular and simple tape archiving solution for LHC Run 3,
Steven Murray et al. (CERN), CHEP 2016

http://iopscience.iop.org/article/10.1088/1742-6596/898/6/062013/pdf
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CTA Architecture

CASTOR CTA
Scheduling decisions made at
time of user request.

Scheduling decisions made at
time of tape mount.

Tape drive may not be available
when job reaches the front of the
queue.

Tape drive allocated when job
reaches the front of the queue.
Reduced latency for users.
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CTA Architecture

CASTOR CTA
Scheduling decisions made at
time of user request.

Scheduling decisions made at
time of tape mount.

Tape drive may not be available
when job reaches the front of the
queue.

Tape drive allocated when job
reaches the front of the queue.
Reduced latency for users.

High-priority jobs cannot
interrupt running jobs.

High-priority jobs can preempt
lower-priority jobs.

Can switch from repack to data
taking and back without operator
intervention. System operates at
full capacity at all times.
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CASTOR Deployment Model
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CTA Deployment Model
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System Testing

Scale tests and stress tests :
10 million files archived in ≈27 hours
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Field Testing

Goal of user testing is to ensure that all use cases are covered

Rucio/File Transfer Service (FTS) tests with ATLAS have started

Next :
Agree schedule for field testing with all CERN experiments
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Migration Schedule

2018
Run 2

2019
LS2

2020
LS2

2021
Run 3

Migration is a metadata-only
operation. No physical

movement of data on tape.

DATA TAKING AND
RETRIEVAL : CASTOR

CTA FIELD
TESTING

DATA TAKING AND
RETRIEVAL : CTA

Migration during period
of reduced data taking.
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CERN Tape Archive : Summary

Use cases for tape archival are changing
Increased rate of data taking for Run 3 and HL-LHC

Data for online analysis accessed via “Data Carousel”

CTA is the “Best of Both Worlds” —
EOS disk and CASTOR tape

Simplicity

Scalability

Performance

Deployment
Now: Field test instances with redundant copies of data

LS2: Migration from CASTOR to CTA
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