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OUTLINE

• DG Joint Research Centre

• JRC Earth Observation Data and Processing Platform

• Batch processing architecture

• Geospatial analysis with HTCondor
• Mosaicking Copernicus Sentinel-1 Data at Global level 
• Optimizing Sentinel-2 image selection in a Big Data Context
• Mediterranean Ecosystem simulation

• Lessons learned and open questions
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DG Joint Research Centre

3000 staff
Almost 75% are scientists 
and researchers.



The Joint Research Centre at a glance

Headquarters in Brussels
and research facilities
located in 
5 Member States.



DG JRC's Vision: 
"To play a central role in creating, managing and making sense of 
the collective scientific knowledge for better EU policy."

DG JRC's Mission: 
"As the science and knowledge service of the Commission our 
mission is to support EU policies with independent evidence 
throughout the whole policy cycle."



•Independent of private, commercial or national interests
•Policy neutral: has no policy agenda of its own
•Transversal service - cuts across policy silos
•30% of activities in policy preparation, 70% in 
implementation
•Expertise in a wide range of areas from economics and 
financial analysis to energy and transport, health, environment 
and nuclear safeguards

DG JRC Role



Versatile platform bringing the users to the data 
and allowing for:

JRC Earth Observation Data 
and Processing Platform



Why versatile batch system?

Apps type:

• Python & mpi4Py

• C & C++

• MATLAB runtime

• Java-Tomcat

• Tensorflow+Keras

(CPU/GPU based) 

• Fortran+MPI



Large scale batch processing 

• Job submission via:
• shell in web base remote desktop (Guacamole)

• Jupyter notebooks (JupyterLab) thanks to HTCondor

Python bindings

• Monitoring using customize dashboard in Grafana

• Git repository for Dockerfile to be deployed into 

the batch system

• Private Docker registry from which images are  

automatically pulled by the processing host

• One proc-user by group using condor_map



Software Components 

JupyterLab Guacamole

Grafana+Graphite+Ganglia Docker Registry

Glangliad

Python
binding

Condor_map

Docker
Univ.



Mosaicking Copernicus Sentinel-1 Data at 
Global level - Running in  Docker universe

GHSL-S1 doi:10.1080/01431161.2017.1392642
Global Surface Water doi:10.1038/nature20584

Global S1-Mosaic doi:10.1109/TBDATA.2018.2846265
See also https://cidportal.jrc.ec.europa.eu/services/webview/jeodpp/databrowser/

Global Human Settlement Layer with Global 
Surface Water Occurence on top of Global S1 
mosaic.

• More than 10K inputs between 
Sentinel 1 (SAR) remote images 
and (DEM).

• DAGMan workflow include:
• Border noise removal with 

S1tbx ver2.0.2  
• Orthorectification and 

thermal noise removal with 
S1tbx ver6.0

• Merging and mosaicking 
using in-house libraries 
based on Python and  C++

http://dx.doi.org/10.1080/01431161.2017.1392642
http://dx.doi.org/10.1038/nature20584
http://dx.doi.org/10.1109/TBDATA.2018.2846265
https://cidportal.jrc.ec.europa.eu/services/webview/jeodpp/databrowser/


• “Optimal” means 100% cloud 

free

• The selection was made from 

2,128,556 optical remote 

sensing images.

• Each image was assigned to 

one core.

• Not dependency between jobs

• To overcome schedd limitations

• MAX_JOBS_PER_SUBMISS-

ION  100K

• DAG with 22 instances

Optimizing Sentinel-2 image selection in a Big 
Data Contex- Running in Docker universe

Global S2 Quick look Mosaic doi:10.1080/20964471.2017.1407489

https://doi.org/10.1080/20964471.2017.1407489


• 50 years simulation over the 

Mediterranean sea.

• CERN EOS is used for  the main 

storage, but in the MPI 

applications the backend 

processing file system is NFS to 

avoid problem due to the 

performance of the FUSE client. 

See 

Mediterranean Sea simulation 1958-2013 
Running in Parallel universe + Docker Swarm

Hydrodynamic and ecosystem simulations
http://mcc.jrc.ec.europa.eu

http://batchdocs.web.cern.ch/batchdoc
s/troubleshooting/eos_submission.htm
l

http://batchdocs.web.cern.ch/batchdocs/troubleshooting/eos_submission.html


Constraints in HTCondor

• A given user can only be mapped to *one* proc-user.

• Condor_ssh_to_job not work in Docker universe.

• How implement condor_qsub with Docker universe?

• Implementing condor_q with python binding is not 

straightforward.



Open questions

We are still working on finding solutions in the 
following areas:

• Docker checkpoint with HTCondor

• Allow condor_tail to read standard error file. 

• Submit job with simple dependency without specify 

the full graph dependency with DAGMan.

• How to suspend job in a host to allocate other jobs.

???



Future - Batch System processing as 
service (BaaS)    

• Auto-scalable service environment with 

MESOS, DOCKER, HTCONDOR

• MESOS allows framework integration 

with other services (HTCondor, 

Kubernetes,  Tensorflow/keras and 

others)



Conclusions

Thank you
Dario.Rodriguez@ec.europa.eu


