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1.3. Soft Diffraction

Figure 1.2: Schematic view of a high–energy proton–proton collision (Adapted from [5]).

Final–State Radiation Branchings of the outgoing partons. These processes become
more relevant going to higher energies

Fragmentation Also called hadronization, it is the fragmentation process from out-
going quarks and gluons into colorless hadrons due to QCD confinement (see
Section 2.1 and Figure 2.2 for details on confinement). This process is described
phenomenologically, since it is not completely understood, and, if the energy is
high enough, mesons and baryons are formed.

Decay If the hadrons produced during fragmentation are unstable, they can decay.

1.3 Soft Diffraction

As mentioned in the previous section, the hadronic processes can either be soft of hard.
The latter are well described by perturbative QCD (pQCD). The soft sector instead,
which dominates, cannot be described by pQCD, since the higher terms of the strong
coupling constant (↵s) are large enough than the theory is not perturbative anymore,
when the transverse momentum is small.

If the total cross section behaves asymptotically like a power of ln s, then the parti-
cle and antiparticle cross sections become asymptotically equal, this concept was intro-
duced by Pomeranchuk1. While Gribov predicted that, in order to ensure this behavior,
the exchange of a Regge trajectory has to happen. The particles which lie on this tra-
jectory are virtual and have the same internal numbers of the vacuum. The effective
sum of all these particles is known as the Pomeron IP (firstly introduced in 1961 [7]). In

1For several systems, the total cross section falls at low energies and rises slowly at high energies, but
it is constant over a large range of s [6].
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•  Tuned generators for diffraction arXiv:0909.5156 [hep-ph] 

•  fit with Negative Binomial Distributions 
 
single NBD fails 
double NBD fits well 
 
 
 
 
 
higher energy ! harder spectrum 
wider rapidities ! softer 

Soft and hard sector separation 
Multiplicity distributions in pp 
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Fig. 16: Evolution of measured multiplicity distributions as a function of centre-of-mass energy (from 0.9 to
8 TeV), for INEL and NSD event classes and for |⌘| < 0.5 (top row) and |⌘| < 1.5 (bottom row).

The appearance of substructures in multiplicity distributions attributed to the occurrence of several
sources in the process of particle production [82–85], can be parameterized by fitting the data with two
NBDs. Indeed, a much better fit to the data is obtained by using a weighted sum of two NBD functions

P (n) = �
⇥
↵PNBD (n, hni1 ,k1)+ (1�↵) PNBD (n, hni2 ,k2)

⇤
(16)

This type of function, however, is not meant to describe the value P(0) for INEL and NSD distributions,
which occurs when the ⌘ acceptance is limited, therefore the bin n = 0 was excluded from the fit and
an overall normalization factor (�) was introduced, as a free parameter, to account for this. Best-fit
parameters are provided in Tables 9 to 11. For all event classes, the values of �2

.
dof indicate that the

fits are under-constrained, as there are 6 free parameters, and the �2 estimates do not account for bin-
to-bin correlations. As a consequence, the relative importance of the two components is not precisely
determined. At

p
s = 7 TeV, a similar analysis was performed for CMS data in [80], without using an

overall scale factor (�), which explains the di↵erent �2 values.

The shape evolution is quantified by the parameter hni2, which tends to increase with increasing ⌘ range
and with increasing centre-of-mass energy. The observed relation hni2 ⇡ 3⇥hni1, is consistent with the
analysis of CMS data reported in [80], despite the fact that the scaling parameter � was not used in their
fit function.

In the bins |⌘|< 1 and |⌘|< 1.5, the CMS data at
p

s= 0.9 TeV showed a di↵erent trend at high multiplicity
as compared to the ALICE data (Section 9.4). These data were fitted under the same conditions as for the
ALICE fits, excluding the bin n = 0 (Table 10). The fits show that the relative weight of the second NBD
component in the CMS data is smaller than in the ALICE data, while other parameters are compatible
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This type of function, however, is not meant to describe the value P(0) for INEL and NSD distributions,
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Minimum-Bias measurements good performance of models  
High-multiplicity triggered data collected during 2016 extend the multiplicity reach 
compared to Minimum Bias 
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Tuning of models 
Multiplicity dependent studies at 13 TeV 

Multiplicity in the forward region 

Minimum Bias 
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Minimum-Bias measurements good performance of models  
High-multiplicity triggered data collected during 2016 extend the multiplicity reach 
compared to Minimum Bias 

ALICE 
Phys. Lett. B 753 (2016) 319-329 
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Tuning of models 
Multiplicity dependent studies at 13 TeV 

At high multiplicity both EPOS LHC and Pythia 8 are close to data 
At mid multiplicity Pythia 6 is closer ! understimation of soft part for newer models? 

•  Colour reconnection is needed to get a good performance 
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Tuning of models 
Multiplicity dependent studies at 13 TeV 

At high multiplicity both EPOS LHC and Pythia 8 are close to data 
At mid multiplicity Pythia 6 is closer 

Rise steeper for high 
multiplicity classes ! 
MPI effect? 
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classes have been defined as percentiles of the visible cross
section and the measurements are not corrected for trigger
inefficiency.

The centrality determination is performed by exploiting the
rapidity coverage of the various detectors. The raw multiplicity
distributions measured in the Central Barrel are modelled by
assuming particle production sources are distributed according
to a NBD. The zero-degree energy of the slow nucleons emitted
in the nucleon fragmentation requires more detailed models.

In this context, the main estimators used for centrality in
the following are

(i) CL1: the number of clusters in the outer layer of the
silicon pixel detector, |η| < 1.4;

(ii) V0A: the amplitude measured by the VZERO ho-
doscopes on the A side (the Pb-going side in the p-Pb
event sample), 2.8 < η < 5.1;

(iii) V0C: the amplitude measured by the VZERO ho-
doscopes on the C side (the p-going side in the p-Pb
event sample), −3.7 < η < −1.7;

(iv) V0M: the sum of the amplitudes in the VZERO
hodoscopes on the A and C side (V0A + V0C);

(v) ZNA: the energy deposited in the neutron calorimeter
on the A side (the Pb-going side in the p-Pb event
sample).

III. CENTRALITY FROM CHARGED-PARTICLE
DISTRIBUTIONS

A. Negative binomial distribution Glauber fit

To determine the relationship between charged-particle
multiplicity and the collision properties, such as the number
of participating nucleons Npart, binary pN collisions Ncoll, or
nuclear overlap TpPb (=Ncoll/σ

inel
NN ), it is customary to use the

Glauber Monte Carlo (Glauber MC) model combined with
a simple model for particle production [33–37]. The method
was used in Pb-Pb collisions and is described in detail in
Ref. [38]. In the Glauber calculation, the nuclear density
for 208

82 Pb is modelled by a Woods–Saxon distribution for a
spherical nucleus

ρ (r) = ρ0
1

1 + exp
(

r−R
a

) , (2)

with ρ0 being the nucleon density, which provides the overall
normalization, a radius of R = 6.62 ± 0.06 fm, and a skin
depth of a = 0.546 ± 0.010 fm based on data from low-
energy electron-nucleus scattering experiments [39]. Nuclear
collisions are modelled by randomly displacing the projectile
proton and the target Pb nucleus in the transverse plane. A
hard-sphere exclusion distance of 0.4 fm between nucleons
is employed. The proton is assumed to collide with the
nucleons of the Pb nucleus if the transverse distance between
them is less than the distance corresponding to the inelastic
nucleon-nucleon cross section of 70 ± 5 mb at

√
s = 5.02 TeV,

estimated from interpolating data at different center-of-mass
energies [40] including measurements at 2.76 and 7 TeV [41].
The VZERO-AND cross section measured in a van der Meer
scan [32] was found to be compatible, assuming negligible
efficiency and electromagnetic contamination corrections,

TABLE I. Fit parameters of the Npart × NBD for pp collisions at
7 TeV and p-Pb multiplicity distributions.

System pp p-Pb
distribution

µ k µ k

V0A 9.6 0.56 11.0 0.44
V0M 25.2 0.82 23.6 1.08
CL1 9.8 0.64 8.74 0.76

with the Glauber-derived p-nucleus inelastic cross section of
2.1 ± 0.1 b. The Glauber MC determines on an event-by-event
basis the properties of the collision geometry, such as Npart,
Ncoll, and TpPb, which must be mapped to an experimental
observable.

Assuming that the average V0A multiplicity is proportional
to the number of participants in an individual p-A collision,
the probability distribution P (n) of the contributions n to the
amplitude from each p-nucleon collisions can be described by
the NBD, which is defined as

P (n; µ,k) = $ (n + k)
$ (n + 1) $ (k)

(µ/k)n

(µ/k + 1)n+k
, (3)

where $ is the gamma function, µ the mean amplitude per
participant and the dispersion parameter k is related to the
relative width given by σ/µ =

√
1/µ + 1/k. From the closure

of the NBD under convolution, it follows that the conditional
probability P(n|Npart), i.e., Npart repeated convolutions, is
equal to P (n; Npartµ,Npartk).

To obtain the NBD parameters µ and k, the calculated
V0A distribution, obtained by convolving the Glauber Npart
distribution with P(n|Npart), is fit to the measured V0A
distribution. The fit is performed by excluding the low-V0A-
amplitude region, VOA < 10. We note, however, that fitting
with the full range gives consistent results. The measured V0A
distribution together with the NBD-Glauber distribution for the
best fit are shown in Fig. 1. Similar fits have been performed
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classes have been defined as percentiles of the visible cross
section and the measurements are not corrected for trigger
inefficiency.

The centrality determination is performed by exploiting the
rapidity coverage of the various detectors. The raw multiplicity
distributions measured in the Central Barrel are modelled by
assuming particle production sources are distributed according
to a NBD. The zero-degree energy of the slow nucleons emitted
in the nucleon fragmentation requires more detailed models.

In this context, the main estimators used for centrality in
the following are

(i) CL1: the number of clusters in the outer layer of the
silicon pixel detector, |η| < 1.4;

(ii) V0A: the amplitude measured by the VZERO ho-
doscopes on the A side (the Pb-going side in the p-Pb
event sample), 2.8 < η < 5.1;

(iii) V0C: the amplitude measured by the VZERO ho-
doscopes on the C side (the p-going side in the p-Pb
event sample), −3.7 < η < −1.7;

(iv) V0M: the sum of the amplitudes in the VZERO
hodoscopes on the A and C side (V0A + V0C);

(v) ZNA: the energy deposited in the neutron calorimeter
on the A side (the Pb-going side in the p-Pb event
sample).

III. CENTRALITY FROM CHARGED-PARTICLE
DISTRIBUTIONS

A. Negative binomial distribution Glauber fit

To determine the relationship between charged-particle
multiplicity and the collision properties, such as the number
of participating nucleons Npart, binary pN collisions Ncoll, or
nuclear overlap TpPb (=Ncoll/σ

inel
NN ), it is customary to use the

Glauber Monte Carlo (Glauber MC) model combined with
a simple model for particle production [33–37]. The method
was used in Pb-Pb collisions and is described in detail in
Ref. [38]. In the Glauber calculation, the nuclear density
for 208

82 Pb is modelled by a Woods–Saxon distribution for a
spherical nucleus

ρ (r) = ρ0
1

1 + exp
(

r−R
a

) , (2)

with ρ0 being the nucleon density, which provides the overall
normalization, a radius of R = 6.62 ± 0.06 fm, and a skin
depth of a = 0.546 ± 0.010 fm based on data from low-
energy electron-nucleus scattering experiments [39]. Nuclear
collisions are modelled by randomly displacing the projectile
proton and the target Pb nucleus in the transverse plane. A
hard-sphere exclusion distance of 0.4 fm between nucleons
is employed. The proton is assumed to collide with the
nucleons of the Pb nucleus if the transverse distance between
them is less than the distance corresponding to the inelastic
nucleon-nucleon cross section of 70 ± 5 mb at

√
s = 5.02 TeV,

estimated from interpolating data at different center-of-mass
energies [40] including measurements at 2.76 and 7 TeV [41].
The VZERO-AND cross section measured in a van der Meer
scan [32] was found to be compatible, assuming negligible
efficiency and electromagnetic contamination corrections,

TABLE I. Fit parameters of the Npart × NBD for pp collisions at
7 TeV and p-Pb multiplicity distributions.

System pp p-Pb
distribution

µ k µ k

V0A 9.6 0.56 11.0 0.44
V0M 25.2 0.82 23.6 1.08
CL1 9.8 0.64 8.74 0.76

with the Glauber-derived p-nucleus inelastic cross section of
2.1 ± 0.1 b. The Glauber MC determines on an event-by-event
basis the properties of the collision geometry, such as Npart,
Ncoll, and TpPb, which must be mapped to an experimental
observable.

Assuming that the average V0A multiplicity is proportional
to the number of participants in an individual p-A collision,
the probability distribution P (n) of the contributions n to the
amplitude from each p-nucleon collisions can be described by
the NBD, which is defined as

P (n; µ,k) = $ (n + k)
$ (n + 1) $ (k)

(µ/k)n

(µ/k + 1)n+k
, (3)

where $ is the gamma function, µ the mean amplitude per
participant and the dispersion parameter k is related to the
relative width given by σ/µ =

√
1/µ + 1/k. From the closure

of the NBD under convolution, it follows that the conditional
probability P(n|Npart), i.e., Npart repeated convolutions, is
equal to P (n; Npartµ,Npartk).

To obtain the NBD parameters µ and k, the calculated
V0A distribution, obtained by convolving the Glauber Npart
distribution with P(n|Npart), is fit to the measured V0A
distribution. The fit is performed by excluding the low-V0A-
amplitude region, VOA < 10. We note, however, that fitting
with the full range gives consistent results. The measured V0A
distribution together with the NBD-Glauber distribution for the
best fit are shown in Fig. 1. Similar fits have been performed
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Glauber Model for Xe–Xe collisions at
p

sNN= 5.44 TeV 5

So in the following we will adopt the original Woods-Saxon parameters for Xe-129.

4 The NBD-Glauber fit

The Glauber Monte Carlo defines, for an event with a given impact parameter b, the corresponding Npart
and Ncoll. The particle multiplicity per nucleon-nucleon collision is parametrized by a negative binomial
distribution (NBD):

Pµ,k(n) =
G(n+ k)

G(n+1)G(k)
· (µ/k)n

(µ/k+1)n+k

, (1)

which gives the probability of measuring n hits, where µ is the mean multiplicity per ancestor and k

controls the width.

To apply this model to any nuclear collision with a given Npart and Ncoll value we introduce the ancestors
(Nancestors), i.e. independently emitting sources of particles, parameterized by Nancestors = f ·Npart +(1�
f ) ·Ncoll. This is inspired by two-component models [? ? ], however other assumptions can be made
leading to a different parametrization, e.g. a power-law function of Npart, N

a
part, motivated by the approx-

imately linear scaling observed in soft processes, or a power-law function of Ncoll, N

b
coll, expected for a

superposition of binary nucleon-nucleon collisions, in hard processes.

For every Glauber Monte Carlo event, the NBD is sampled Nancestors times to obtain the averaged simu-
lated V0 amplitude for this event, which is proportional to the number of particles hitting the hodoscopes.
The V0 amplitude distribution is simulated for an ensemble of events and for various values of the NBD
parameters µ , k, and the Nancestors parameter f . A minimization procedure is applied to find the param-
eters which result in the smallest c2, also shown in Fig. 1. The fit is performed for VZERO amplitudes
large enough so that the purity of the event sample and the efficiency of the event selection is 100%. We
note that the high multiplicity tail, which is quite sensitive to fluctuations and the detector resolution not
implemented in the model, is not perfectly well described.
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Fig. 1: Distribution of the sum of amplitudes in the V0 scintillators. The distribution is fitted with the NBD-
Glauber fit shown as a line. Some centrality classes are indicated in the figure. The inset shows a zoom of the most
peripheral region.

Table ?? report the mean number of participants hNparti and collisions hNcolli, and the mean nuclear
thickness function hTPbPbi for centrality classes defined by sharp cuts in the simulated V0 distribution.
The root mean square (RMS) of these distributions is a measure for the magnitude of the dispersion of the
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So in the following we will adopt the original Woods-Saxon parameters for Xe-129.

4 The NBD-Glauber fit

The Glauber Monte Carlo defines, for an event with a given impact parameter b, the corresponding Npart
and Ncoll. The particle multiplicity per nucleon-nucleon collision is parametrized by a negative binomial
distribution (NBD):

Pµ,k(n) =
G(n+ k)

G(n+1)G(k)
· (µ/k)n

(µ/k+1)n+k

, (1)

which gives the probability of measuring n hits, where µ is the mean multiplicity per ancestor and k

controls the width.

To apply this model to any nuclear collision with a given Npart and Ncoll value we introduce the ancestors
(Nancestors), i.e. independently emitting sources of particles, parameterized by Nancestors = f ·Npart +(1�
f ) ·Ncoll. This is inspired by two-component models [? ? ], however other assumptions can be made
leading to a different parametrization, e.g. a power-law function of Npart, N

a
part, motivated by the approx-

imately linear scaling observed in soft processes, or a power-law function of Ncoll, N

b
coll, expected for a

superposition of binary nucleon-nucleon collisions, in hard processes.

For every Glauber Monte Carlo event, the NBD is sampled Nancestors times to obtain the averaged simu-
lated V0 amplitude for this event, which is proportional to the number of particles hitting the hodoscopes.
The V0 amplitude distribution is simulated for an ensemble of events and for various values of the NBD
parameters µ , k, and the Nancestors parameter f . A minimization procedure is applied to find the param-
eters which result in the smallest c2, also shown in Fig. 1. The fit is performed for VZERO amplitudes
large enough so that the purity of the event sample and the efficiency of the event selection is 100%. We
note that the high multiplicity tail, which is quite sensitive to fluctuations and the detector resolution not
implemented in the model, is not perfectly well described.
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Fig. 1: Distribution of the sum of amplitudes in the V0 scintillators. The distribution is fitted with the NBD-
Glauber fit shown as a line. Some centrality classes are indicated in the figure. The inset shows a zoom of the most
peripheral region.

Table ?? report the mean number of participants hNparti and collisions hNcolli, and the mean nuclear
thickness function hTPbPbi for centrality classes defined by sharp cuts in the simulated V0 distribution.
The root mean square (RMS) of these distributions is a measure for the magnitude of the dispersion of the
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The uptick originates from: 
1.  multiplicity fluctuations in the tail of 

the Xe-Xe forward amplitude 
distribution 

2.  the Glauber-MC shows an uptick ! due 
to multiplicity  fluctuations at fixed 
number of ancestors (particle sources) 
α MPI 

The uptick effect 
Multiplicities in Xe-Xe and Pb-Pb 
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predictions [46, 47, 49–65]. The bottom panel shows the ratio of the models to the data. The shaded band around
the points reflects the correlated systematic uncertainties.

a large gluon shadowing parameter of 0.28 to limit the multiplicity per participant. With this choice,254

the same as in Pb–Pb collisions at
p

sNN = 5.02 TeV, the multiplicities at mid-rapidity and the centrality255

dependence in the most central collisions are reproduced. AMPT [50, 51] is a model which imple-256

ments hydrodynamical evolution of an initial state produced by HIJING. It includes spatial coalescence257

of quarks to hadrons, followed by hadronic scattering. AMPT describes both the shape and the over-258

all magnitude of the mid-rapidity data. PYTHIA/Angantyr [52] extends the nucleon–nucleon model259

of PYTHIA 8.230 [53] to the case of heavy-ion collisions, essentially performing individual nucleon–260

nucleon collisions at the parton level, while the resulting Lund-strings are hadronised as an ensemble. It261

is interesting to note that this model agrees reasonably well with the data even though it was developed as262

an extension of a generator for nucleon–nucleon collisions. EPOS LHC [49] is a parton model based on263

the Gribov-Regge theory, designed for minimum bias hadronic interactions, which incorporates collec-264

tive effects treated via a flow parameterisation and a separation of the initial state into core–corona parts.265

The shape of the centrality dependence is reproduced fairly well at intermediate centralities, however,266

the model underestimates the absolute values of the multiplicity, as was the case in Pb–Pb collisions at267
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p
sNN = 5.02 TeV [8]. The Duke global calibrated model is based on a Bayesian Statistics analysis using268

TRENTo initial conditions for high-energy nuclear collisions [66, 67]. The subsequent transport dy-269

namics is then simulated using the iEBE-VISHNU event-by-event simulations for relativistic heavy-ion270

collisions which uses a hybrid approach based on (2 + 1)-dimensional viscous hydrodynamics coupled271

to a hadronic cascade model [68]. The Duke global calibrated model can reproduce the shape of the272

mid-rapidity distribution, but overestimates slightly the overall magnitude.273

Saturation-inspired models (rcBK-MC [54, 55], KLN [56–59], ASW [60], IP-Glasma [61, 62] and EKRT274

[63–65]) rely on perturbative QCD and an energy-dependent saturation scale, which limits the number275

of produced partons, and in turn the number of produced particles. This results in a factorisation of276

the energy and centrality dependence of particle production or, in other words, in the invariance of the277

centrality growth, as observed in the experimental data [69]. The rcBK-MC model limits the centrality278

growth using the rc-BK equation. It provides a good description of the mid-rapidity data, both of the279

shape and the highest multiplicity reached in central collisions. The ASW prediction overestimates the280

data, while it was very accurate in Pb–Pb at
p

sNN = 5.02 TeV. The KLN model does not describe the281
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Almost all models 
reproduce the uptick  
 
! EPOS-LHC, ASW and 

KLN show a saturation 
behaviour 

!  the shape of the η-
dependent distribution   
is challenged  

Tuning of models 
Multiplicities in Xe-Xe 
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Underlying – Event  
distributions 



Soft-hard processes separation 
Underlying event in pp at 13 TeV 

Summed pT vs. pT,LT 
 
Toward and Away regions 
collect fragmentation products 
from hard scattering 
!  increasing monotonically 
 
 

!"Δφ 

•  Pythia 8 closer to the data for pT,LT > 10 GeV/c  
•  EPOS LHC closer for pT,LT < 10 GeV/c  
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Soft-hard processes separation 
Underlying event in pp at 13 TeV 

Summed pT vs. pT,LT 
 
Transverse region 
underlying event 
!  first increases !  MPI increase 
!  flattens ! MPI saturation 
 
 

•  Pythia 8 closer to the data 

!"Δφ 
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Multiplicity dependence 
studies  
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Nature Physics 13 (2017) 535-539 
PLB 728 (2014) 25-38 

 
 

Tuning of models fails 
Strangeness production in pp, p-Pb and Pb-Pb 

"  Measurements of strange hadron production 
important tune for MC models 

-  enhanced strangeness  production 
-  constant protons over pions 
not reproduced simultaneously by all models 
 
•  DIPSY with color ropes does better 
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Multiplicity dependence studies  
D and J/Ψ yields in pp and p-Pb 
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•  Similar D meson and J/Ψ increase with multiplicity 
•  but faster than diagonal ! effect of multiplicity saturation? Interplay between 

multiplicity fluctuations of individual PI and decreasing of MPI distribution?  
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Multiplicity dependence studies  
D and J/Ψ yields in pp and p-Pb 

•  MPI influences hard spectrum 
•  forward rapidity ~ saturation effect of y – axis 
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•  Similar D meson and J/Ψ increase with multiplicity 
•  but faster than diagonal ! effect of multiplicity saturation? Interplay between 

multiplicity fluctuations of individual PI and decreasing of MPI distribution?  
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Summary and outlook 
 
 

#  Charged-particle multiplicity densities and the UE are quite well described by 
models ! improvement needed for AA 

#  Multiplicity fluctuations at fixed number of ancestors/MPI influence pA and AA 
distributions as a function of centrality: uptick effect 

#  Saturation of NMPI observed in several measurements? UE, D and J/Ψ yields 

Effects of MPI fluctuations and saturation 
are visible in multiplicity measurements! 
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#  Charged-particle multiplicity densities and the UE are quite well described by 
models ! improvement needed for AA 

#  Multiplicity fluctuations at fixed number of ancestors/MPI influence pA and AA 
distributions as a function of centrality: uptick effect 

#  Saturation of NMPI observed in several measurements? UE, D and J/Ψ yields 

Can we further constrain soft QCD using the Underlying Event as a probe?  
UE: semi-hard + soft interactions 
"  general idea: soft-QCD dynamics tested excluding the hard sector     

Eur.Phys.J. C76 (2016) no.5, 299 and Phys.Rev. D96 (2017) no.11, 114019 

Summary and outlook 
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Parton Area 
 
1.  Q2-evolution Q2 grows 
2.  Y-evolution x decreases at fixed Q2 

Digression on Initial Conditions 
Partons and Their Evolution 

In Deep Inelastic Scattering: Bjorken-x 

Chapter 2. Heavy–Ion Physics

(a) (b)

Figure 2.3: (a) Gluon bremsstrahlung to lowest order; (b) Gluon cascades [12].

There are two cases of evolution:

Q2�evolution When Q2 increases, the occupation number of the partons emitted in
the transverse plane decreases. Since the decrease in the partonic area is stronger
than the increase in their number, the partonic system becomes more and more
dilute. This evolution is described by the DGLAP equation [14–16]. The partons
occupy a smaller transverse area 1/Q2 and can be viewed as independent. The
parton occupation number gives the proper measurement of the parton density
in the hadron and the number of partons at a given value of x times the area
occupied by one parton is the gluon distribution:

xg(x,Q2
) ⌘ x

dNg

dx
(2.5)

Y�evolution When x decreases at fixed Q2, mostly gluons are emitted with small lon-
gitudinal momentum fractions, but they occupy approximately the same trans-
verse area as their parent gluons. This evolution is described by the BFKL equa-
tion [17–19]. The gluon occupation number, n(x,Q2

) ' xg(x,Q2
)/Q2R2 where R

is the hadron radius in its rest frame, increases, and the gluonic system evolves
towards increasing density. This evolution is fast and leads to a breakdown of
the picture of independent partons.
The slow gluons that are in the end of the cascade, shown in Figure 2.3b, have
a shorter life time than the preceding fast gluons, since the life time of a parton
is proportional to its x (for a complete derivation see e.g. [12]). Therefore, a fast
gluon with x0 � x behaves like a frozen color source emitting gluons at the scale
x. Their color charges add coherently, giving rise to a large color charge density.
Using a variable called shortly capital rapidity, identified by rapidity difference
between the final gluon and the original valence quark: Y ⌘ ln(1/x), the fluctu-
ations in the color charge density increase rapidly with Y .

This growth is seen in the ZEUS data in Figure 1.1. The BKLF equation assumes
that the radiated gluons do not interact with each other, which leads to a larger
and larger gluon density. As soon as the gluon occupation number n(x,Q2

) ⌧ 1

the system is dilute; when n(x,Q2
) v O(1) the gluons start overlapping. Finally,

when n(x,Q2
) v O(1/↵s) non–linear effects (gluon saturation) start to be impor-

tant and stop the growth of the gluon distribution. The gluon saturation occurs
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loose part of the transverse energy via interaction in the medium (jet quenching)
suggesting that these interactions are quite strong.

Quark–Gluon Plasma This fluid is moderately strongly coupled, ↵s v 0.3 ÷ 0.4. The
thermal equilibrium is only local, in fact the system keeps expanding, and the
theory which describes this flow is hydrodynamics. The strength of the coupling
can be determined by a parameter called viscosity–over–entropy–density ratio
⌘/s and the RHIC and LHC data suggest a small ratio, which identifies a strong
coupling. Therefore, there is strong evidence that the QGP is a strongly coupled
sQGP.

We shall return to some of the relevant experimental results in Chapter 3, while in
the following sections the states of matter produce in a heavy–ion collision are ana-
lyzed in detail.

2.2 The Color Glass Condensate

This section is devoted to the study of the early stages of the hadron and heavy–ion
collisions, characterized by high density QCD matter with high gluon occupation num-
bers.

The Color Glass Condensate (CGC) is a dense but weakly coupled system and its
idea was first motivated by the ZEUS data collected at DESY [4], in Hamburg, already
shown in Figure 1.1 to the right, in Section 1.2. The density of partons becomes very
large and leads to a saturation of the partons at very high energies, or small values
of Bjorken x variable, which identifies the fractional momentum carried by the gluon.
When the saturation scale Qs, corresponding to the density per unit transverse area,
becomes large, the coupling constant becomes weak. Therefore, this was a hint that
QCD at high energies could be described as a theory of partons which are weakly
coupled and this system was called a Color Glass Condensate (CGC) since [13]:

Color: The gluons carry color charge of SU(3).

Glass: The glass is a disordered system which behaves like a solid on short time scales,
or like a liquid on longer time scales. The partons in the CGC system are disor-
dered and act in a similar way.

Condensate: The saturated gluons and their sources have high occupation numbers,
and their color charges add coherently to each other (this concept will be fur-
ther explained in Section 2.2, referring to the BFKL Y�evolution). A coherent
quantum state with high occupancy can be described as a condensate.

The QCD partons

To analyze and explain the behavior of the particles produced in hadronic collisions, it
is possible to start from the Deep Inelastic Scattering (DIS) of a lepton onto a hadronic
target. In DIS, the empirical Bjorken variable x is defined as

x ⌘ Q2

2(P · q) =

Q2

s+Q2 �M2
(2.1)
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1.  Stocastically define nucleons position 
nuclear density funciton (Fermi’s distribution) 

 
2.  Simulate a nuclear collision 

•  sequence of independent binary nucleon-nucleon collisions 
•  eikonal approximation 
•  same cross section for all collisions 
•  hard sphere diameter 

3.  Hadronic cross section 
 Glauber-MC + fit with NBD ! multiplicity distribution 

 
4.  Anchor Point  
        discrepancy point from data and simulation 

Centrality determination with ALICE ALICE Collaboration

section d <
q

s inel
NN /p . A Gaussian overlap function can be used as an alternative to the black-

disk nucleon-nucleon overlap function [23]. It makes no significant difference within systematic
uncertainty in the global event properties.

Table 1: Geometric properties (Npart, Ncoll, TAA) of Pb–Pb collisions for centrality classes defined by
sharp cuts in the impact parameter b (in fm). The mean values, the RMS, and the systematic uncertainties
are obtained with a Glauber Monte Carlo calculation.

Centrality bmin bmax hNparti RMS (sys.) hNcolli RMS (sys.) hTAAi RMS (sys.)
(fm) (fm) 1/mbarn 1/mbarn 1/mbarn

0–1% 0.00 1.57 403.8 4.9 1.8 1861 82 210 29.08 1.3 0.95
1–2% 1.57 2.22 393.6 6.5 2.6 1766 79 200 27.6 1.2 0.87
2–3% 2.22 2.71 382.9 7.7 3.0 1678 75 190 26.22 1.2 0.83
3–4% 2.71 3.13 372.0 8.6 3.5 1597 72 180 24.95 1.1 0.81
4–5% 3.13 3.50 361.1 9.3 3.8 1520 70 170 23.75 1.1 0.81

5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67
10–15% 4.94 6.05 281.2 17 4.1 1032 91 110 16.13 1.4 0.52
15–20% 6.05 6.98 239.0 16 3.5 809.8 79 82 12.65 1.2 0.39
20–25% 6.98 7.81 202.1 16 3.3 629.6 69 62 9.837 1.1 0.30
25–30% 7.81 8.55 169.5 15 3.3 483.7 61 47 7.558 0.96 0.25
30–35% 8.55 9.23 141.0 14 3.1 366.7 54 35 5.73 0.85 0.20
35–40% 9.23 9.88 116.0 14 2.8 273.4 48 26 4.272 0.74 0.17
40–45% 9.88 10.47 94.11 13 2.6 199.4 41 19 3.115 0.64 0.14
45–50% 10.47 11.04 75.3 13 2.3 143.1 34 13 2.235 0.54 0.11
50–55% 11.04 11.58 59.24 12 1.8 100.1 28 8.6 1.564 0.45 0.082
55–60% 11.58 12.09 45.58 11 1.4 68.46 23 5.3 1.07 0.36 0.060
60–65% 12.09 12.58 34.33 10 1.1 45.79 18 3.5 0.7154 0.28 0.042
65–70% 12.58 13.05 25.21 9.0 0.87 29.92 14 2.2 0.4674 0.22 0.031
70–75% 13.05 13.52 17.96 7.8 0.66 19.08 11 1.3 0.2981 0.17 0.020
75–80% 13.52 13.97 12.58 6.5 0.45 12.07 7.8 0.77 0.1885 0.12 0.013
80–85% 13.97 14.43 8.812 5.2 0.26 7.682 5.7 0.41 0.12 0.089 0.0088
85–90% 14.43 14.96 6.158 3.9 0.19 4.904 4.0 0.24 0.07662 0.062 0.0064
90–95% 14.96 15.67 4.376 2.8 0.10 3.181 2.7 0.13 0.0497 0.042 0.0042
95–100% 15.67 20.00 3.064 1.8 0.059 1.994 1.7 0.065 0.03115 0.026 0.0027

0–5% 0.00 3.50 382.7 17 3.0 1685 140 190 26.32 2.2 0.85
5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67

10–20% 4.94 6.98 260.1 27 3.8 921.2 140 96 14.39 2.2 0.45
20–40% 6.98 9.88 157.2 35 3.1 438.4 150 42 6.850 2.3 0.23
40–60% 9.88 12.09 68.56 22 2.0 127.7 59 11 1.996 0.92 0.097
60–80% 12.09 13.97 22.52 12 0.77 26.71 18 2.0 0.4174 0.29 0.026
80–100% 13.97 20.00 5.604 4.2 0.14 4.441 4.4 0.21 0.06939 0.068 0.0055

The number of collisions Ncoll and the number of participants Npart are determined by count-
ing, respectively, the binary nucleon collisions and the nucleons that experience at least one
collision. Following the notation in [2], the geometric nuclear overlap function TAA is then
calculated as TAA = Ncoll/s inel

NN , and represents the effective nucleon luminosity in the collision
process.

For nuclear collisions at
p

sNN = 2.76 TeV, we use s inel
NN = (64 ± 5) mb, estimated by inter-

polation [11] of pp data at different center-of-mass energies and from cosmic rays [12, 14],
and subtracting the elastic scattering cross section from the total cross section. The interpo-
lation is in good agreement with the ALICE measurement of the pp inelastic cross section atp

sNN = 2.76 TeV, s inel
NN = (62.8 ± 2.4+1.2

�4.0) mb [18], and with the measurements of ATLAS
[15], CMS [16], and TOTEM [17] at

p
sNN= 7 TeV, as shown in Fig. 1.
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classes have been defined as percentiles of the visible cross
section and the measurements are not corrected for trigger
inefficiency.

The centrality determination is performed by exploiting the
rapidity coverage of the various detectors. The raw multiplicity
distributions measured in the Central Barrel are modelled by
assuming particle production sources are distributed according
to a NBD. The zero-degree energy of the slow nucleons emitted
in the nucleon fragmentation requires more detailed models.

In this context, the main estimators used for centrality in
the following are

(i) CL1: the number of clusters in the outer layer of the
silicon pixel detector, |η| < 1.4;

(ii) V0A: the amplitude measured by the VZERO ho-
doscopes on the A side (the Pb-going side in the p-Pb
event sample), 2.8 < η < 5.1;

(iii) V0C: the amplitude measured by the VZERO ho-
doscopes on the C side (the p-going side in the p-Pb
event sample), −3.7 < η < −1.7;

(iv) V0M: the sum of the amplitudes in the VZERO
hodoscopes on the A and C side (V0A + V0C);

(v) ZNA: the energy deposited in the neutron calorimeter
on the A side (the Pb-going side in the p-Pb event
sample).

III. CENTRALITY FROM CHARGED-PARTICLE
DISTRIBUTIONS

A. Negative binomial distribution Glauber fit

To determine the relationship between charged-particle
multiplicity and the collision properties, such as the number
of participating nucleons Npart, binary pN collisions Ncoll, or
nuclear overlap TpPb (=Ncoll/σ

inel
NN ), it is customary to use the

Glauber Monte Carlo (Glauber MC) model combined with
a simple model for particle production [33–37]. The method
was used in Pb-Pb collisions and is described in detail in
Ref. [38]. In the Glauber calculation, the nuclear density
for 208

82 Pb is modelled by a Woods–Saxon distribution for a
spherical nucleus

ρ (r) = ρ0
1

1 + exp
(

r−R
a

) , (2)

with ρ0 being the nucleon density, which provides the overall
normalization, a radius of R = 6.62 ± 0.06 fm, and a skin
depth of a = 0.546 ± 0.010 fm based on data from low-
energy electron-nucleus scattering experiments [39]. Nuclear
collisions are modelled by randomly displacing the projectile
proton and the target Pb nucleus in the transverse plane. A
hard-sphere exclusion distance of 0.4 fm between nucleons
is employed. The proton is assumed to collide with the
nucleons of the Pb nucleus if the transverse distance between
them is less than the distance corresponding to the inelastic
nucleon-nucleon cross section of 70 ± 5 mb at

√
s = 5.02 TeV,

estimated from interpolating data at different center-of-mass
energies [40] including measurements at 2.76 and 7 TeV [41].
The VZERO-AND cross section measured in a van der Meer
scan [32] was found to be compatible, assuming negligible
efficiency and electromagnetic contamination corrections,

TABLE I. Fit parameters of the Npart × NBD for pp collisions at
7 TeV and p-Pb multiplicity distributions.

System pp p-Pb
distribution

µ k µ k

V0A 9.6 0.56 11.0 0.44
V0M 25.2 0.82 23.6 1.08
CL1 9.8 0.64 8.74 0.76

with the Glauber-derived p-nucleus inelastic cross section of
2.1 ± 0.1 b. The Glauber MC determines on an event-by-event
basis the properties of the collision geometry, such as Npart,
Ncoll, and TpPb, which must be mapped to an experimental
observable.

Assuming that the average V0A multiplicity is proportional
to the number of participants in an individual p-A collision,
the probability distribution P (n) of the contributions n to the
amplitude from each p-nucleon collisions can be described by
the NBD, which is defined as

P (n; µ,k) = $ (n + k)
$ (n + 1) $ (k)

(µ/k)n

(µ/k + 1)n+k
, (3)

where $ is the gamma function, µ the mean amplitude per
participant and the dispersion parameter k is related to the
relative width given by σ/µ =

√
1/µ + 1/k. From the closure

of the NBD under convolution, it follows that the conditional
probability P(n|Npart), i.e., Npart repeated convolutions, is
equal to P (n; Npartµ,Npartk).

To obtain the NBD parameters µ and k, the calculated
V0A distribution, obtained by convolving the Glauber Npart
distribution with P(n|Npart), is fit to the measured V0A
distribution. The fit is performed by excluding the low-V0A-
amplitude region, VOA < 10. We note, however, that fitting
with the full range gives consistent results. The measured V0A
distribution together with the NBD-Glauber distribution for the
best fit are shown in Fig. 1. Similar fits have been performed
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FIG. 1. (Color online) Distribution of the sum of amplitudes in
the V0A hodoscopes (Pb-going), as well as the NBD-Glauber fit
(explained in the text). Centrality classes are indicated by vertical
lines. The inset shows a zoom in on the most peripheral events.
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