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What are we trying (not) to do?
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GridPP Part of the problem we face...
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GridPP Discussion/questions on T2 effort in GridPP6
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o Clearly lots of evolution.....

e What is the impact of the growing
hardware on support needs?

e (Can we sustain delivery to LHC and
service other VOs with level effort?

e Priority of efficiency No image: Irony
recommendations (i.e. big changes)? we can repair
Where do we want to be for HL-LHC? anything. Mall
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What is the effort distribution model: maintenance.
As now?

e Transitions often require an injection
of effort. Can we ask for more?

e What is the GridPPé6 vision? Who are
we trying to convince?

« Do we need to get more visibility of
the benefits of effort in this area?



GridPP Comments during session so far
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e PPRP only need to know RSE
« How much local engagement is needed?
« Data lakes - very different operational model.

« New VOs come with development requests (how much can
be “handed off” to IRIS or similar?). We still need to operate
the evolving services.



