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ABSTRACT

Deep generative models allow us to learn hidden representations of data
and generate new examples. There are two major families of models that
are exploited in current applications: Generative Adversarial Networks
(GANs), and Variational Auto-Encoders (VAE). The principle of GANs is
to train a generator that can generate examples from random noise, in
adversary of a discriminative model that is forced to confuse true samples
from generated ones. Generated images by GANs are very sharp and
detailed. The biggest disadvantage of GANs is that they are trained through
solving a minimax optimization problem that causes significant learning
instability issues. VAEs are based on a fully probabilistic perspective of
the variational inference. The learning problem aims at maximizing the
variational lower bound for a given family of variational posteriors. The
model can be trained by backpropagation but it was noticed that the
resulting generated images are rather blurry. However, VAEs are
probabilistic models, thus, they could be incorporated in almost any
probabilistic framework. We will discuss basics of both approaches and
present recent extensions. We will point out advantages and disadvantages
of GANs and VAE. Some of most promising applications of deep
generative models will be shown.
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