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How do we do [,barﬁc/e) ,bhys'ics?
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The Circle of Physics

Idea

- Inherently model dependent
— different model = different
interpretation

Communication ’ ' '
- Interpretation of the results in the context

of a single model point is computationally
very expensive
— Simplified models are often used, but




The Circle of Physics

Idea

- Images in papers are inherently 2-dimensional
— displaying more than 4 dimensions in a
plot is difficult

Communication ,
- Simplified models are often used, but at the

cost of information loss

- Raw data can be published (e.g. model points +

evaluations)
Interpretation Q — Individual results are not extremely useful
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How to manage our information
to refain most of it?
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Machine Learning as a solution Q"

X m—) f mmsm)  Prediction
Labeling

Change jI to minimize loss

Loss




Machine Learning as a solution 7‘

Example
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Encodes our model and entire
analysis workflow

10




SUSY-AI as proof-of-principle Q"

DOI: 10.1140/epjc/s10052-017-4814-9

Classmcatlon from data

pMSSM19

300,000 training points
10.1007/JHEP10(2015)134

my [GeV]

Exclusion determined by 22 different

syurod [9pow poMO[[e JO UOI}ORI]

analyses

500 1000 1500 2000 2500 3000 3500 4000

my|GeV]

RandomForest (for the connaisseurs)
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https://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1007%2FJHEP10%25282015%2529134&v=2a1f2400

SUSY-AI as proof-of-principle
DOI: 10.1140/epjc/s10052-017-4814-9
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in a full 19-dimensional model
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PhenoAl as natural evolution

nPut —
parameters

Machine Learning is abstracted away:

PhenoAT

Output

Communication of high-dimensional results

anyone with Python knowledge can use the becomes possible:

trained models

publish a trained algorithm
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PhenoAlnalyses

- Trained algorithms (Alnalyses) still need
to be made. You can do this yourself,
or...

- ... download one from the Alnalysis
library on the PhenoAl website

- Currently working on Alnalyses for:
Cross Sections
Electroweakino
Likelihoods from Gambit
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Supported ML libraries

All estimators and models created with Keras/tensorflow and scikit-learn are supported within PhenoAl. We are
in the process of adding support for ROOT TMVA models as well.

TensorFlow Keras

o).
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PhenoAl “Phens for the massec”

- Stable beta PhenoAl is available via
pip3 (phenoai) and via the website
http://hef.ru.nl/~bstienen/phenoai

- Extensive documentation available

- Started to collect algorithms for
Alnalysis library

PhenoAl

About Machine Learning for

Downiosd High Energy Physics Phenomenology
Quick Start

Documer ntation & Learn more Download

Library Current version: 0:4°2 (July 17, 2018)

Alnalyses

Other

FAQ

PhenoAl is a Python package that allows the user to easily use, create and share machine
learning algorithms from a variety of libraries. This allows ease of use, but also the

communication scientific results in high-dimensional parameter spaces.

L & <

Use Create Share
Import trained Machine Make your own Collaborate with others
Learning algorithms out- algorithms and convert and share your results in
of-the-box within the them to a BSM-AI algorithm format to
consistent framework of format to easily use allow use of your full-
BSM-AI. them in a production dimensional results.
More information >> environment. More information >>
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http://hef.ru.nl/~bstienen/phenoai

But what about data?



Data publishing
- Individual data points (e.g. model points) are not really informative on their own

- Data can be published on HEPData, but...

- ... lacks an easy interface to navigate and explore the data
- ... data sets can not be easily compared

Result: Publishing information like model point evaluations is still not
extremely common in our field.
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netherlands

iDarkSurvey for Data Publishing LEE: center

iDarkSurvey is an instance of SPOT, a plotting and data collection tool

Online data storage for high energy physics data

Has online plotting interface to explore data

Multiple data sets can easily be compared within the same plots

Own data can be viewed alongside the data in the database

Online demo at http://www.idarksurvey.org/
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http://www.idarksurvey.org/

netherlands

iDarkSurvey for Data Publishing LEE: center

count by Left_handed_c_squark_particle_mass avg of Chargino_1_mass by Neutralino_mass Gluino_mass N = a *
B05.65 o
048.95 6000
109823
1235.6 5500 e i
1878.8 co00 e d X
ggggg A Chargino_1_mass: 134.65
ek Qa (g =
11808.8 é 4500 et Neutralino_mass: 93.290747175 ®
19521 | 4000 @ @B ) J
2095:3 § .n Chargino_2_mass: 635.5
= G

22387 g 3500 e "BEENI
2382.0 H - Chargino_2_mass
826 "l H ——s 1000
L L Ciiiin
28119 <500 P~ e 20N
gggg: 2000 { X LR R Chargino_1_mass ¢

~ IR B RIR
3241.8 1500 Qe @ge

85.1 50 100 150 200 250

a3
e Neutralino_mass

http://www.idarksurvey.org/

20



http://www.idarksurvey.org/

The Circle of Physics

Idea

- Sampling in particle physics is most commonly grid
sampling, which is intractable for high-dimensional Experiment
SpaceS < soczziiﬁW'T'””’i.?z(_’"’i?\
- Evaluation of truth labelcan = = = =& -
take O(hour) w AT
oo 200 500 @00 500 ar;:);?;[Ge@o
. [ mm]
- Inideal world we want "most bang for our buck": B Data
get most informative points only _—




Can we aim ovr sampling 4
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Where to aim?
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Gaussian Processes

. E.
02 04 06 08 10 12 14 02 04 06 08 10, 12 .14

1) observe contour
2) decide next point
3) improve contour

lots of uncertainty
in contour here

00 02 04 06 08 10, 12 14

high-value point
close to contour

(?’ NEW YORK UNIVERSITY

result: points
where they matter

Levelset Estimation by Bayesian
Optimization

K. Cranmer, L. Heinrich, G. Louppe
https://indico.cern.ch/event/702612/timetable/
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Optimization of Machine Learning algorithm

Sample points DE—

Label points

Train ML algorithm gy
Test algorithm

Satisfied?

No




Active Learning

Sample points

______________________________________________

Can be very expensive . Oracle Label points

_____________________________________________

Select most

Train ML algorithm . . .
informative points

Evaluate test points Predict labeling ML, so very fast

Sample a lot from the
parameter space

Satisfied?
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Active Learning

Uncertainty sampling Query by Committee

Use output of algorithm as probability: Train multiple algorithms on same data

with natural variation:
- Softmax output layer

- Platt scaling - Bagging
- Other calibration methods - Vary the algorithms themselves (e.g.

different NN architectures)
Select points with lowest associated

probability. Let all algorithms make predictions on
points, select those points with largest
spread in the prediction.
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Simplified example |
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Simplified example Il

100 Random sampling Active learning
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Real-life example

accuracy

0.92

0.90 A

0.88 A
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™
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0.84 11 f
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0.80 +

—— random samples
—— active learned

0

25000 50000 75000 100000 125000 150000 175000
Trainingsize

ATLAS pMSSM-19 data (source
for SUSY-AI) to train a neural
network

This NN is the oracle (mimicking
the true simulation chain)

Use Active Learning with
RandomForests to get accuracy
development plot

30



Active learning

- Works for any Sample points

dimensionality, aslongas ~  irrrrmrmomimmemeepe ey

ML algorithm is chosen Oracle Label points Add to data set

'

accordingly e

Train ML algorithm R . Selegt mos’F
. informative points
- Working on the Gambit AN ‘
MSSM7 data as second Evaluate test points h Predict labeling

real-life example

Satisfied? Sample a lot from the

parameter space

- Working on first
applications
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Conclusion

Communication ’
Publish the Machine

learning models
themselves and their
training data for
high-dimensional
reinterpretation

Interpretation
with the help of Machine
Learning models

Q

Idea

Experiment

@ Data
@] Active learning for more

informative samples
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Extra ¢lidee



What about my simplified model?

Training on a full model still allows access to submodels. SUSY-Al was trained on the pMSSM19, of which
MSUGRA/CMSSM is a submodel.

MSUGRAICMSSM: tan(p) - 30. A, = -2my 1 >0 EVIUICANETaETWVAS
LA T

Classifier predictions on mSUGRA subspace
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Comparison not entirely fair: the dedicated MSUGRA/CMSSM scan combined signal regions in a smart way,
whereas the exclusion of the SUSY-AIl dataset uses the simple: “if excluded by any analysis -> excluded”




Confidence construction from SUSY-AI

SUSY-Al is a classifier, but outputs a continuous value between 0 (excluded) and 1 (allowed). It can not be
interpreted as a probability, but can be transformed into one.

Probability that discrete classification is correct

1.0
2l Data distribution
I Al
[ Allowed
[ Excluded 0.9
g 0.8
< 8|
3 g
Qo [
] 2
: ;
5 © o7
@
Fel
£
-}
z
0.6}
05 L L 1 1
i 0.0 0.2 0.4 0.6 0.8 1.0
100.0 0.2 0.2 0.6 0.8 1.0 Classifier output
Classifier output —  0.68CL (93.25% of all data) 0.98CL (59.34% of all data)

- - 0.9CL (80.09% of all data) — 0.99CL (51.57% of all data)
0.95CL (70.65% of all data) — confidence




Is PhenoAl really that simple?

phenoai.phenoai PhenoAl

master PhenoAI()

master.add("./example ainalysis",
result master. run(X)

Yes

"example")

36



Learning to use PhenoAl

PhenoAl aims to be as easy to use as possible. To this end we have created:

- online documentation
- in-code documentation
- example scripts

- aquick start manual

We are busy optimizing the learning experience of PhenoAl even further, making
material as a tutorial and a cheat sheet.
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Server-client structure

PhenoAl has a built-in ability to create a server-client structure. The server has the
Alnalyses loaded, the client can be added to any script and will query the server for
prediction on a specific data set. In this way, the loading and configuration overhead are
needed only once.

Server and client can of course just be the same machine

Data
«
e
Prediction
L =
Client

Server
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Maker module

In order to use a trained algorithm within PhenoAl, it needs to be stored within a folder
with a PhenoAl configuration file. This collective as files is called an Alnalysis and can, in
principle, be made by hand. It is however more convenient to use the phenoai.maker
module. Which will indicate if errors are made.

Example scripts on how to use the maker module are availble.

Algorithm

+
Information on how ] Maker module » f

PhenoAl should use the
algorithm

Alnalysis
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DarkMachines

PhenoAl is connected to the DarkMachines initiative as well, a research collective aiming to unravel the mystery
that is dark matter with the help of machine learning. See darkmachines.org for more information.

Dark Machines About  Events  Projects  Researchers  White paper
Mailinglist ~ Contribute N

About Dark Machines

Dark Machines is a research collective of physicists and data scientists. We are curious
about the universe and want to answer cutting edge questions about Dark Matter with the
most advanced techniques that data science provides us with.
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