
Learning (from) High-dimensional Models
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Idea

Experiment

DataInterpretation
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What if...

- i don’t have a 100% BR to 
   the specified final state?

- i want to know the exclusion
   in another projection?

- i have the other free parameters
   set differently?

Core of the problem:
Plotting N>2 dimensions is hard
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The Circle of Physics
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How ƓƎ ƦƚnaƆƄ ƨuƫ ƈnƅƨƫmaƓƈƨƧ
to ƑƄƭƚin ƌƎƬt ƨƅ iƭ?
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Machine Learning as a solution

f
Loss

Change   f       to minimize loss

X

Labeling

Prediction
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Machine Learning as a solution

f
Encodes our model and entire 

analysis workflow

m_chargino
m_neutralino

But… caƍ ƛƄ N>2...

Example
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SUSY-AI as proof-of-principle
DOI: 10.1140/epjc/s10052-017-4814-9

10.1007/JHEP10(2015)134

11

https://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1007%2FJHEP10%25282015%2529134&v=2a1f2400


SUSY-AI as proof-of-principle
DOI: 10.1140/epjc/s10052-017-4814-9

93% accuracy at a rate
of 1 point in less than a ms

 in a full 19-dimensional  model
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PhenoAI as natural evolution

PhenoAI

fInput
parameters Output

f
+
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PhenoAInalyses
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Supported ML libraries
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PhenoAI

phenoai

“PheƍƎ Ɵƨr Ɠơe mƀƒƬƞs”
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http://hef.ru.nl/~bstienen/phenoai


But Ɩơƀt ƚƁoƔƭ dƚƓa?
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Data publishing

…
…

Result:   Publishing information like model point evaluations is still not
                     extremely common in our field.
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iDarkSurvey for Data Publishing
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http://www.idarksurvey.org/


iDarkSurvey for Data Publishing
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http://www.idarksurvey.org/


The Circle of Physics
Idea

Experiment

DataInterpretation

Communication

with the help of Machine 
Learning models

Publish the Machine 
learning models 

themselves and their 
training data for 

high-dimensional 
reinterpretation
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Can ƖƄ ƚiƦ ƎƮr ƒaƦpƋƈƧg?
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Depends on case, e.g.

- Binary exclusion
Around decision boundary

- Global regression
Regions with highest 'uncertainty', 
could basically be anywhere in the 
parameter space

Where to aim?
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Gaussian Processes

Levelset Estimation by Bayesian 
Optimization
K. Cranmer, L. Heinrich, G. Louppe
https://indico.cern.ch/event/702612/timetable/
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https://indico.cern.ch/event/702612/timetable/


Optimization of Machine Learning algorithm

Sample points

Satisfied?

Label points

Train ML algorithm

Test algorithm

End

yes

No
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Active Learning

Sample points

Satisfied?

Label points

Train ML algorithm

Evaluate test points

End

yes

Sample a lot from the 
parameter space

Predict labeling

Select most 
informative points

Add to data set

no

OracleCan ƁƄ ƯƞrƘ eƱpƄƍƬƢve

M³, so ƕƄƫy ƅƚƬt
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Active Learning Select most 
informative points
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Simplified example I
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Simplified example II

ColƎƮƑ iƧdƈƂƚƭes ƈƓƞƫatƈƨƍ aƭ wƇƈƜh Ɠơƞ
poƈƍƭ wƚƒ ƬelƄƂƭƞd

YelƋƎư: acƓƈƯƞ leƀƑƧƞd
PurƏƥƄ: RanƃƎƦlƘ ƩƢcƊeƝ
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1. ATLAS pMSSM-19 data (source 
for SUSY-AI) to train a neural 
network

2. This NN is the oracle (mimicking 
the true simulation chain)

3. Use Active Learning with 
RandomForests to get accuracy 
development plot

Real-life example
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Active learning

Sample points

Satisfied?

Label points

Train ML algorithm

Evaluate test points

End

yes

Sample a lot from the 
parameter space

Predict labeling

Select most 
informative points

Add to data set

no

Oracle
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Conclusion
Idea

Experiment

DataInterpretation

Communication

with the help of Machine 
Learning models

Publish the Machine 
learning models 

themselves and their 
training data for 

high-dimensional 
reinterpretation

Active learning for more
informative samples
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ExƓƫa sƋƈƝƞs
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What about my simplified model?
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Confidence construction from SUSY-AI
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Is PhenoAI really that simple?
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Learning to use PhenoAI
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Server-client structure

Server Client

Data

Prediction
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Maker module

phenoai.maker

f
+
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DarkMachines
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http://darkmachines.org/

