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Motivation Use case {/ What is ALFA?

e FairMQ lacked support of an efficient e True zero-copy send and receive ALFAY is a modern software

RDMA-accelerated inter-node transport e Build efficient distributed processing framework for sirréulaticlan, f

~ : .. . . . reconstruction and analysis o
e Finein the beglnnlng qf the project, because pipeline: sarticle physics experiments.

it had production quality TCP/IP based ALFA extends FairRoot’ to provide

backends Node A Node B Node C building blocks for highly

RAM Y - parallelized and data flow driven

processing pipelines required by
the next generation of
experiments, e.g. the upgraded

Alice02 ALICE detector or the FAIR
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supercomputers, the new “OFI” transport is
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e Change transport per channel without e
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recompilation, just by tweaking the runtime

configuration

OpenFabrics Interfaces (OFI) Transport ‘\Q’What is FairMQ?

FairMQ? is a C++ Message Queuing Framework that integrates current
and future standard industry data transport technologies into ALFA.

Based on the OFl 1ibfabric technology

Maps a subset of 1ibfabric API to the message queuing user API of FairMQ.
Hides low level details of 1ibfabric

Supports zero-copy send and receive operations

Optimizes for high bandwidth utilization

Usable with existing FairMQ user API

Targets Infiniband fabrics now, but can support practically every major HPC
interconnect technology (supported by OFI) in the future with little extra
development

Integrates with Boost.Asio event loop, see asiofi? (implementation detail).
e Specialized local memory allocation strategies are implemented (allocate
physical pages eagerly, support hugepages)

The core of the FairMQ library provides an abstract asynchronous
message passing APl with scalability protocols inspired by ZeroMQ°®
(e.g. PUSH/PULL, PUB/SUB). FairMQ provides multiple
implementations for its API (so-called "transports", e.g. zeromg,
shmem, nanomsg, and ofi (in development)) to cover a variety of use
cases (e.g. inter-thread, inter-process, inter-node communication)
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FairMQ OFI “PAIR” Connection

is realized with a TCP/IP based control band implemented with ZeroMQ, and Ongomg Work: In addition to this core

an RDMA based data band implemented with OFI libfabric. : : ) : _ .
funCt|OnaI|ty FaIrMQ prOVIdeS a allow to execute user deﬁr‘llt:gggkgaa(s:o?)zz)ting system processes
® Vectored I/O Support framework for Creating "deViceS" _ that communicate through messages passed via channels.
actors which are communicating Device

e Scalability Protocols
Control band (PUB/SUB, PUSH/PULL,

through message paSSing° DeViCG S Communication Channels

g . 8 eXGCUtion iS mOde”ed e Simple Machine Configuration/Control Plugins
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S OFI ata, Authorization, S . . ) ) i
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Data band e Memory allocator Devices also incorporate a
. Data Flow Driven Processing . .
Improvements with devices assembled into topologies p|UgIn SYStem fOI‘ I‘Uﬂtlme
— configuration and control. The
mc;sso,. user can develop her own
PROCESSOR plugins for seamless integration
with external services.
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: ) Q What is RDMA?
Performance Boost.Asio Integration
With Remote Direct Memory Access (RDMA) a program can read from or write to
. - ) PR the memory of another program running on a different computer. RDMA transfers
TB D e Libfabric's APlis mherently are hardware-accelerated, minimize CPU load and bypass the operating system

(no extra memory copies). This enables high-throughput, low-latency networking.

asynchronous and written in C.

e = Write safer and more easy to use

C++ APIL M .
Boost® lection of Q What is OFIl / 1ibfabric?
OOSU IS a collection O
boost expertly-designed, free, OpenFabrics Interfaces (OFI) is a framework focused on exporting HPC fabric
ST b i peer-reviewed pOI’table C++ communication services to applications. It is developed by the OFI Working Group

(OFIWG), a subgroup of the OpenFabrics Alliance® (OFA).

open source libraries.
Libfabric*is a core component of OFI. It is the library that

defines and exports the user-space API of OFI. Libfabric is
open source, focuses on the needs of HPC users, and

Boost.Asio offers
® a Mmature asynChI‘OﬂOUS programming model, N supports a variety of high-performance fabrics and networking
OPENFABRICS hardware (e.g. Omni-Path, InfiniBand, Cray GNI, Blue Gene,

e and a portable integration with the I/0 ALLIANCE  iWarp RDMA Etheret, RoCE and more).
multiplexing service of the operating system.

asiofi’is the result of writing C++ Boost.Asio

language bindings for 1ibfabric, example: References
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