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WLCG accounting improvements

* New WLCG Accounting Utility (WAU) has been deployed in
production

* New accounting report generation has been developed in CRIC

* Progressing with SRR deployment at the WLCG sites which would
allow to switch storage space accounting from SRM and xrootd
gueries to SRR

* New accounting data validation workflow has been enabled and
tested with T1s

e Got an agreement of how WLCG operations, sites and VOs can work
together to improve quality of the accounting data



WLCG accounting improvements

* New WLCG Accounting Utility (WAU) has been deployed in
production (Developed by Boris Vasilev and Dimitrios Christidis)

* New accounting report generation has been developed in CRIC

* Progressing with SRR deployment at the WLCG sites which would
allow to switch storage space accounting from SRM and xrootd
gueries to SRR

* New accounting data validation workflow has been enabled and
tested with T1s

e Got an agreement of how WLCG operations, sites and VOs can work
together to improve quality of the accounting data
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WAU features

e Foresee 3 main views of WAU Dashboard

= Auto-generated data (in production)

= Validated data (prototype)

s Comparison of measurements from different sources — auto-generated, validated, experiment-
specific (under development)

o Plan to add accounting data from the experiment-specific systems

o Data can be grouped/filtered by site, federation, country, VO, tier

o Table form, pie charts and historical distributions, comparison with
pledges are available


https://monit-grafana.cern.ch/d/6rLvYKhZk/wlcg-accounting-utility-generated?orgId=20
https://monit-grafana.cern.ch/d/6rLvYKhZk/user-bvasilev-wau_validated?orgId=6
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WAU Dashboard (4)
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WAU Dashboard (5)
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WLCG accounting improvements

* New WLCG Accounting Utility (WAU) has been deployed in production

 New accounting report generation has been developed in CRIC (Boris
Valilev, Panos Paparrigopoulos)

* Progressing with SRR deployment at the WLCG sites which would allow to
switch storage space accounting from SRM and xrootd queries to SRR

* New accounting data validation workflow has been enabled and tested
with T1s

e Got an agreement of how WLCG operations, sites and VOs can work
together to improve quality of the accounting data



Accounting report generation in CRIC

CRIC takes over accounting report generation from the EGI portal

In difference with the current reports include not only CPU consumption,
but also disk and tape usage metrics for all sites based on WSSA data

Use data validated by site admins

Beginning of the next year will start to send new reports in parallel with
the official ones, plan to switch completely to the new ones by the end of

spring



WLCG accounting improvements

* New WLCG Accounting Utility (WAU) has been deployed in
production

* New accounting report generation has been developed in CRIC

* Progressing with SRR deployment at the WLCG sites which would
allow to switch storage space accounting from SRM and xrootd
queries to SRR

* New accounting data validation workflow has been enabled and
tested with T1ls Got an agreement of how WLCG operations, sites and
VOs can work together to improve quality of the accounting data
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SRR deployment campaign

* WLCG Operations runs campaign of upgrade WLCG storage to the
versions supporting requirements of the DOMA TPC subtask. It also
includes enabling Storage Resource Reporting at all WLCG storage

 Started with DPM. 26 sites have already enabled SRR. 20 others are in
progress and will do by the end of January next year.

* Next step is dCache migration campaign & SRR enabling. Just started.
~40 sites to go.

* Starting spring next year will proceed with all other storage solutions



WLCG accounting improvements

* New WLCG Accounting Utility (WAU) has been deployed in production
* New accounting report generation has been developed in CRIC

* Progressing with SRR deployment at the WLCG sites which would allow to
switch storage space accounting from SRM and xrootd queries to SRR

* New accounting data validation workflow has been enabled and tested
with T1s (Panos Paparrigopoulos, Boris Vasilev, Dimitrios Christidis)

* Got an agreement of how WLCG operations, sites and VOs can work
together to improve quality of the accounting data
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How we can improve accounting data quality?

* After many years of working on the WLCG accounting system , we still
face inconsistencies of data measured by different parties (sites,
experiments, central LCG accounting systems like APEL and WSSA)

* These inconsistencies are indicators of the fact that accounting data
quality can be improved

* Several ways to tackle the problem:

* More active involvement of site administrators to check monthly accounting
data

* Enable straight forward way to compare data coming from various sources

* Defining better workflow and responsibilities for chasing faulty data,
inconsistencies, etc...



More active involvement of site administrators
in data validation

Current workflow:

1). Monthly accounting reports are generated
by the EGI portal based on APEL data for CPU,
manually injected T1 only data via REBUS Ul for
disk and tape usage

2). Reports are sent to sites by WLCG project
office

3). Sites are supposed to check reports and
complain in case of problem. However, data can
not been changed in APEL quickly. Investigation
of the issue and fixing data can take months

4). Often the problem is not noticed for a long
time and is being discovered while preparing
RRB report

New workflow:

1). Monthly accounting reports will be generated
by CRIC based on data validated by sites.

2). Sites will get notification with the request to
validate auto-generated data. Auto-generated data
is coming from WAU (see presentation of Boris)
Primary sources :APEL for CPU, WSSA for storage.
The validation interface is currently being validated
by T1s, next month (November data), T2 will be
included as well

3). Validated data will be pushed from CRIC to
WAU. There will be a possibility to see both auto-
generated and validated data

4). Inconsistencies (generated vs validated) should
be followed up. Need to discuss today, how we go
about it.



Accounting data validation workflow

2. Sites are
notified

1. Raw
monthly
summaries

P

3. Sites
perform
validation

5. Validated

monthly
summaries

4. Monthly
accounting
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name

BNL-ATLAS

BNL-ATLAS

BNL-ATLAS

BNL-ATLAS

BNL-ATLAS

BNL-ATLAS

FZK-LCG2

FZK-LCG2

Accounting data validation Ul (1)

© & wicg-cric.cern.ch/wicg/accdatallist/

ﬁ Core ~ Core API ~

VO

ATLAS

ATLAS

ATLAS
ATLAS
ATLAS
ATLAS

ALICE

ALICE

WLCG ~

Tier

WLCG API~

Type

CPU

CPU

Disk
Disk
Tape
Tape

CPU

CPU

Admin ~ Logs ~

Category

Wallclock
Time

Wallclock
Work

Total
Used
Total
Used

Wallclock
Time

Wallclock

Generated

16212k hours

199740k

HS06 hours

20.38 PB

18.98 PB

55.97 PB

55.97 PB

5214k hours

66392k HS06

© Help ~ & julia.andreev

Validated

Ok hours

Ok HS06

hours

0B

0B

0B

0B

5214k hours

66392k

Relative
Discrepan

100 %

100 %

October 2019 Accounting Data for 'BNL-ATLAS' Resource Centre Site

(dont forget to save to confirm validation)

Validate CPU data for ATLAS

Generated Wallclock Time from APEL Accounting:

16212 k hours

Generated Wallclock Work from APEL Accounting:

189740 k HS06 hours

Validate Disk data for ATLAS

Generated Total from WAU:

20.38 PB

Please provide your input (in k hours) if you disagree with the autogenerated value. If you agree do
nothing:

16212

Please provide your input (in k HS06 hours) if you disagree with the autogenerated value. If you agree do
nothing:

199740

Please provide your input (in PB) if you disagree with the autogenerated value. If you agree do nothing:

20.38
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ALICE 1

ALICE 1

ALICE 1

ALICE 1
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CMsS 1

CMS 1

Accounting data validation Ul (2)
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Time

Wallclock
Work

Total

Used

Total

Used

Wallclock
Time

Wallclock
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Total

Used

Total

Used

Waliclock
Time

Wallclock
Work

5214k hours

66392k HS06

nours

8.34 PB

7.61PB

9.94 PB

9.94 PB

7745k hours

98621k HS06

nours

9.83 PB

9.32 PB

27.63PB

209PB

4402k hours

56046k HS06
hours

5214k hours

66392k

HS06 hours

8.34PB

7.61PB

9.94 PB

9.94 PB

7745k hours

98621k

HS06 hours

12.38 PB

11.83 PB

27.63 PB

209PB

4402k hours

56046k
HS06 hours

100 %

100 %

100 %

100 %

100 %

100 %

100 %

100 %

125.96 %

126.99 %

100 %

100 %

100 %

100 %

0 hours

0 HS06 hours

0B

0B

0B

0B

0 hours

0 HS06 hours

-2.55 PB

-2.51 PB

0B

0B

0 hours

0 HS06 hours

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

2019-10-01

User is required to be authorized to
edit site level data

Request of privileges is enabled on
the Ul and has been tested

Who/when/what info is logged and
can be used for debugging of
eventual problems

Currently any difference is colored
in red.

Relative difference more than 25%
should be followed up



Enable straight forward way to compare data coming
from various sources

What we have now

1). Accounting validation application contains:

- APEL monthly summaries (per site /per
experiment) retrieved from the EGI portal are

- Experiment monthly summaries, retrieved where
possible from the experiment specific systems

- Ratio between the two
- Possibility to see history of comparison

2). Implemented in the SSB framework. Will retire
soon since SSB framework is not ported to MONIT

3). Though being useful, was not actively used by
the sites.

4). No central effort to check and chase and fix
inconsistencies

—)

New scenario

1). For all types of accounting data éCPU, disk and
tape usageY WAU will contain data from 3 sources:

Auto-generated (APEL & WSSA)
Validated (after validation from CRIC)
Experiment specific accounting

2). Enable Dashboard to easily spot inconsistencies
between all available data sources.

3). Still might not be effective, if there is no
agreed workflow of how we follow up on those
inconsistencies



Defining better workflow and responsibilities for chasing
faulty data, inconsistencies, etc...

» So far we did not have central effort to follow up on accounting issues.

* Since accounting metrics are not critical for computing operations,
problems can stay unnoticed for a long while and are being addressed with
low priority

* Can we do better?
* Recently agreed on the contribution from Olga Kodolova from MSU to

check monthly comparison reports and create summary of the most
problematic sites

* At the last WLCG Accounting Task Force meeting got an agreement with
all 4 experiments that VO experts would follow up on issues of the
monthly summaries

22


https://indico.cern.ch/event/865309/

Next steps

 Validate November data including also T2s in the loop

* Finalize accounting report generation and start sending new reports along
with the official ones starting early next year

* Enable import of the experiment-specific accounting data to WAU and
CRIC.

* Enable WAU view to compare accounting metrics from various sources
(auto-generated, validated by site admins, experiment-specific)

* Improve notification for site admins inviting them for accounting data
validation (direct link for a given site form)

* Setup a new procedure for regular monthly checks of the accounting
metrics and following up on eventual problems



