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News and more news

• Last GDB link

• Lots of progress done in the meanwhile

• Some planification updates

• Update on October OpsCoord meeting
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https://indico.cern.ch/event/739874/
https://indico.cern.ch/event/852337/


MONIT Architecture
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Overview
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Data Centre Monitoring
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Context:

• Datacentre monitoring

• Host, Hardware and Services

• Replacement of Lemon by Collectd

• Work started on 2016

• Base monitoring and alarms available since 2017

• Fully replaced by September 2019



Lemon retirement
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Done:

• Migration of base metrics/plugins and alarms

• Migration service specific plugins and alarms

• Including experiments hostgroups as voatlas/vocms

• Stop old Lemon infrastructure
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WLCG and Experiments



Site Monitoring
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Context:

• SAM3 metrics (ETF + Alice tests)

• Work started on 2018

• Reduced priority in favor of other migrations

• Top priority since summer 2019

• Expected to be finished by Q1 of 2020

• Migration of SAM3 dashboards to MONIT

• Monthly availability/reliability report generation from MONIT data



Site Monitoring
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Done:

• SAM3 Data enriched and computed for A/R statistics

• Critical profiles

• Report generation adapted to MONIT

• New workflow for recomputation requests

TO-DO:

• Data validation

• Prototype dashboard in Grafana

• Migration of non critical profiles by the MONIT team

• Stop old infrastructure (once everything else is finished)
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Site Status Board
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Context:

• Complementary metrics to SAM3

• WLCG

• ATLAS

• CMS

• Resumed migration process during summer 2019

• Meeting with the experiments



Site Status Board
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Done:

• Discuss with WLCG/ATLAS/CMS migration strategy

• Many SSB metrics already integrated

• Data transfers and Job monitoring use cases

• Experiment specific metrics via MONIT provided HTTP endpoint

TO-DO:

• WLCG: missing metrics being integrated

• ATLAS: most metrics already integrated, working on dashboard

• CMS: all metrics integrated, working on dashboard, migration 

plan to be defined soon



DDM Transfers
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Context:

• Distributed Data Management transfers monitoring

• Work started on 2016

• Production ready since end of 2018 

• Official replacement of the old dashboard since May 2019



DDM Transfers
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Done:

• Close collaboration with ATLAS

• Improve look&feel

• Increase performance

• Added new functionality (Rucio queues)

• Historical data imported and available in MONIT

• Old infrastructure stopped on September 2019
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DDM Accounting
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Context:

• Distributed Data Management accounting

• Work started end of 2018

• Completely new flow

• ATLAS provides the final metrics

• MONIT enriches them with topology data

• Official replacement of the old dashboard since May 2019



DDM Accounting
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Done:

• Integrate global summaries and per site accounting

• Data enrichment with topology metadata

• Historical data imported and available in MONIT

• Old infrastructure stopped on September 2019
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Job Accounting
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Context:

• Job accounting information coming from Panda database

• Work started in 2016

• Big improvements during 2018

• Flow stable since end of 2018

• Official replacement of the old dashboard since July 2019



Job Accounting
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Done:

• New functionality (closed and finalizing states…)

• Added missing data classifications (BOINC sites, Nucleus…)

• Historical data imported and available in MONIT

• Old infrastructure stopped on October 2019

TO-DO:

• Perfomance/look&feel improvements
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Job/Task Monitoring
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Context:

• Condor jobs/task monitoring

• Work started in 2016

• Big improvements during 2018

• Official replacement of the old dashboard since July 2019



Job/Task Monitoring
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Done:

• Data integrated and validated inside MONIT

• New flow defined together with CMS

• Different backends for different use cases

• Historical data imported and available in MONIT

• Old infrastructure stopped on October 2019

TO-DO:

• Addition of new tags



28

DASHBOARD

CMS
Job Monitoring



29

DASHBOARD

CMS
Task Monitoring

Global



30

DASHBOARD

CMS
Task Monitoring

Details



Others
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WLCG:

• CRIC integration in MONIT

• As a topology information system replacing VOFeed

• As site capacities/pledges information system replacing 

REBUS

• Test topology from CRIC with CMS Rucio integration

• REBUS retirement

• Waiting for official migration to CRIC



Others
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CMS:

• VOCMS logs integrated into monit-timber

• Rucio data integration and enrichment

• QA workflows for easier tests in flows

• Alarming functionality



Summary
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Summary
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• MONIT being used as the production tool for the different use cases

• All dashboards in one place: monit-grafana.cern.ch

• Progresses done in many different tasks

• Many old components decommissioned

• Current focus on Site Monitoring / SSB (WLCG)

• Completed doesn’t mean work stops

• Discussing/Implementing improvements and new features

• Done outside the migration process



Thank you!
monit.cern.ch

http://monit.cern.ch

