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Robustness
➔ Error detection, error handling

Spread of results (total scores) when repeating the benchmark

➔ Spread:    ( (score_max – score_min) / score_mean) ≤ 5%?
➔ Possible option: median of 3 or more consecutive runs

Runtime

Memory consumption:
➔ Benchmark must run on default WLCG WN

● 2 GB RAM (physical memory) per job slot

Checkpoints

Remark: HS06 – runtime (median of 3 iterations per benchmark): ~3h, 
spread: ≤2%, memory footprint (32bit): 1 GB per copy
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KIT:

➔ 2+x test systems running workloads continual since 2018

● Intel Xeon E5-2660v3 (Broadwell, 10-core)
 2 systems – SL6/SL7, turbo on/off

● Temporary test systems (Sandy Bridge, Haswell)
 Up to 6 systems – hard disks/SSD

➔ All systems with at least 2 GB RAM per logical processor
(WLCG default WNs)

➔ Hyperthreading enabled

➔ Turbo boost enabled

● Disabling turbo boost doesn‘t reduce spread of the results

Test systems also at BNL, IN2P3, INFN, University Freiburg, ...

Test Systems
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Gen-sim-bmk:
➔ Runtime:  ~5‘
➔ Robustness: frequent crashes (bug in Geant 3 + other issue)

(JIRA: BMK-218), to be tackled by ALICE
➔ Memory usage:  ✔
➔ Individual outliers in the scores

of repeated runs

● Median of 3 or more runs:  ✔

ALICE
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Gen-bmk:
➔ Runtime:  ~5...10‘
➔ Robustness, memory usage:  ✔
➔ Spread (5 ev.): ≥ 5%

● Even if Turbo mode off
● Still under investigation
● Optimum ~300 events?

ATLAS

Events Spread Spread(medians)
5 10.6% 6.6%

250 4.0% 1.6%
500 7.6% 4.0%
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ATLAS

Michele Michelotto
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ATLAS
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Sim-bmk (multi-threaded):
➔ Runtime:  ~20...40‘
➔ Spread, robustness, memory:  ✔

Digi-reco-bmk:
➔ Runtime:  ~30‘
➔ Spread:  ✔
➔ Robustness:  ✔
➔ Memory usage: up to ~3.4 GB RSS

● ATLAS has understood what is happening, and they are working 
hard to make the container ready for testing very soon.

ATLAS
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Gen-sim-bmk (multi-threaded):
➔ Runtime: ~20‘
➔ Spread, robustness, memory:  ✔

CMS
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CMS
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Digi-bmk (multi-threaded):
➔ Runtime: ~15‘
➔ Spread, robustness, memory:  ✔

Reco-bmk (multi-threaded):
➔ Runtime: ~15‘
➔ Spread, robustness, memory:  ✔

CMS
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Gen-sim-bmk:
➔ Runtime: ~30...40‘
➔ Spread, robustness, memory:  ✔

LHCb
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☑ okay   � fine tuning   ◻ to do / still in progress
Remarks:
1 Frequent crashes
2 Use median of 3 or more runs to reduce spread
3 Fine tuning in progress (e.g. more events, –skipEvents)
4 Work in progress, improved container version will appear soon

Summary  (Status: pre-GDB 2019-10-08)

ALICE ATLAS CMS LHCb
gen-
sim gen sim reco-

digi
gen-
sim digi reco gen-

sim

Robustness ◻ 1 � � � � � � �

Spread � 2 � 3 � � � � � �

Runtime � � � � � � � �

Memory � � � ◻ 4 � � � �

Readiness ◻ � � ◻ � � � �
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?
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