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j?? Overview

 ATLAS Fast TracKer (FTK) is a custom electronics system that performs fast
tracking with Associative Memory ASICs & FPGAs, for use in trigger decisions

« Installation and commissioning in ATLAS is underway — targeting Run 3 physics

* In 2018, two FTK vertical Slices covering n-¢ Towers were installed and tracks were
collected — assess and optimize tracking performance and validate firmware

« These slides present first tracking performance results from FTK Slice data, as
well as expectations for full FTK system based on simulation
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¥ Motivation: Triggering on Tracks

« Dense environment in proton-proton collisions due to pile-up interactions:
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- Software full-event tracking too slow for trigger < 5
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— Level-1 (hardware) trigger accept rate ~ 100 kHz 10
and latency constraint ~ 100 us 22
« Hardware-based solution is needed for 10F mam  ATLAS Prelminary g
full-event tracking in the trigger = FTK 1072050 40 50 60 70 80 0 100

()
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults

: The ATLAS Detector

Tile calorimeters

LAr hadronic end-cap and
forward calorimeters

,,,,,,,,,, Pixel detector

LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor fracker

' April 2, 2019 Connecting the Dots 4



track

% The ATLAS Tracker

2D pixel hits

« ~100M pixel and strip
electronic readout channels
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% Trigger and Data Acquisition (TDAQ) [ji

LvL1
Trigger

High Level Trigger (HLT) Data from calorimeters, muon detector,
and tracker is sent to TDAQ system

Storage
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LvL1
Trigger

~100 kHz gt

- 2-tiered trigger system:
(hardware): no tracking
« HLT (software): tracking only in
Regions-of-Interest (ROI)

High'Level Trigger (HLT)

Storage 1 kHz (for offline analysis)
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¥ The Fast TracKer (FTK)

track

+

LvL1
Trigger

« FTK uses AM chips and FPGAs to
reconstruct tracks with pr > 1 GeV
Storage over full detector

High'Level Trigger (HLT)
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Pixel detector
LAr electromagnetic calorimeters

Muon chambers Solenoid magnet | Transition radiation tracker
iconductor fracker

Sem

Tracker

LvL1
Trigger

Tracking is performed in two stages:

+ 1st stage considers 8 tracker layers

- 2nd stage extends 8-layer tracks to all
12 layers

High'Level Trigger (HLT)

Storage
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Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor fracker

LvL1
Trigger

High'Level Trigger (HLT)

Storage

LAr hadr
forward

Pixel detector
calo

LAr electromagnetic

Tracker

ile calorime
onic end-cap and
calorimeters
rimef

ters

 FTKtracks provided at start of HLT
» Use directly or refit quickly in HLT
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¥ FTK Track Processing Strategy

S::~ 585916061 6263|4849 50 51 |52]53|54 55 56|57

42 1 43 | 44 | 45 1 46 | 47 | 32 | 33 | 34 35|36 | 37|38 39 40|41

2627 |28129,30 3116|1718 1920|2122 2324|125

1011712113 |14}15/ 0} 1 |2 3|4 |5,6|7|8]9

qb._

- Step 1) Parallelize: FTK processing is performed simultaneously
In 64 independent n-® “Towers”
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¥ FTK Track Processing Strategy

Tower 40
18t stage FTK track processing
8-layer tracks

S::~ 585916061 6263|4849 50 51 |52]53|54 55 56|57

42 143 | 44 | 45 1 46 | 47 | 32 |33 |34 35|36 | 37|38 394041

26127 |28129,30 3116|1718 1920212223 24|25

1011712113 |14}15/ 0} 1 |2 3|4 |5,6|7|8]9

Tower 22 ¢
full FTK track processing
12-layer tracks

- Step 1) Parallelize: FTK processing is performed simultaneously
In 64 independent n-® “Towers”

o 2 towers were installed in 2018 — commission FTK with collisions data
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3 FTK Track Processing Strategy

Coarse resolution

-

|
Silicon Ll I
L]
[ |

Playing bingo with Associative Memory (AM) chips

layers [

PATTERN 5
I PATTERN4
PATTERN 2
PATTERN 1 PATTERN 3 PATTERN N
Pre-computed track patterns cosconcs (g j%

REES —

Silicon
layers

L E =

- Step 2) Track-finding: pixel & strip hits are grouped into coarse
and compared to ~1B pre-computed track patterns in AM at the same time

« Patterns are trained using ~1B fully-simulated muons

[ [ |
L [ J
L1 ]
[ 1 |
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3 FTK Track Processing Strategy

track parameters relative hit positions
(dO, z0, n, ®, 1/p+, goodness-of-fit x?) in each layer

v

pi:ZCij'$j+Qi
i |

fit constants

- Step 3) Track-fitting: track parameters are estimated from hit positions
using a linear approximation to full helix fit

» Fit constants for each sector (defined by set of ~1 cm? Silicon modules, one
in each layer), evaluated from ~1B fully-simulated muons
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f The FTK Hardware

4 full-mesh
N ATCA shelves
N\ e
strip VY
S y
and :\§§C '/
n §C
pixel
data

8 VME crates

16U ATCA
shelf

raw hits
_____ clusters
.............. 8-layer tracks

.................. 12—Iayer tracks
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? The FTK Hardware

4 full-mesh
ATCA shelves
\ ..

Z:]r(i,p | - Data Formatter (DF) board clusters
pixel the strip and pixel hits from tracker
data

8 VME crates

16U ATCA
shelf

raw hits
_____ clusters
.............. 8-layer tracks

.................. 12_|ayer tracks
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? The FTK Hardware

4 full-mesh
ATCA shelves
AN

.+ 1sttracking stage: AUX board uses
Associative Memory chips to match
clustered hits to 8-layer patterns

j[ .

strip
and
pixel

data
8 VME crates

16U ATCA
shelf

raw hits
_____ clusters
.............. 8-layer tracks

.................. 12—Iayer tracks
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The FTK Hardware

/74

///// ///// //

74 ///Z////// ’

Mi77i4

4 full-mesh
ATCA shelves

"+ 2" tracking stage: Second Stage Boards
" extend 8-layer tracks to 12-layer tracks and
perform duplicate removal

8 VME crates

Y oF 7/ V o/
,,/r‘,.//

16U ATCA
shelf

raw hits
clusters
8-layer tracks

12-layer tracks
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? The FTK Hardware

4 full-mesh
ATCA shelves
\ LI

strip
and
pixel
data

|  FLIC board formats tracks and sends
them to Read Out System

8 VME crates

16U ATCA
shelf

raw hits
_____ clusters
.............. 8-layer tracks

.................. 12—Iayer tracks
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¥ Data Sample

« Use special high pile-up p = 82 commissioning run collected October 2018

« Tower22 slice ran stably for ~2 hours and outputted tracks to ATLAS special
data stream for trigger development and rate predictions

« Using single Data Formatter with partial coverage of Tower22

« Collected ~0.5M FTK tracks

« FTK tracks with Insertable B-layer (IBL) hits were excluded, due to a
FTK module ordering problem that caused incorrect hit positions in the run
(cause is understood and the fix is being implemented)
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)? FTK Simulation

* Implemented full functional emulation of
FTK in C++ (FTKSim) 5 — — .
= ATLAS Simulation Preliminary — FTK Full Simulation
— Used to train sectors & constants and oL — FTK Fast Simulation

patterns and validate firmware with
bit-level comparisons to FTK tracks

— Very slow! 600 HS06 seconds per event 1

* For large-scale MC sample productions,
developing parameterized FastSim 10
approach with weights and smearings

N =

— Track parameter resolutions extracted ¢ I
from FTKSim and modeled with Double-  * | +++++¢++.‘A-- - AR S
Gaussian resolution functions 05~ t

— Good modeling of core and tails of - e

resolution function
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ATLAS

EXPERIMENT

Run Number: 358656, Event Number: 913511153

Date: 2018-08-20 03:37:04 CEST

8-layer tracks

ATLAS Preliminary

2018 Data, Ys=13 TeV
Run 358395, (u) = 31
859196 Events Processed

FTKPublicResults



https://twiki.cern.ch/twiki/bin/view/AtlasPublic/FTKPublicResults

f 12-layer Track Kinematics
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« Collected sample 0.5M 12-layer FTK tracks matched to offline tracks
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¥ Matched Offline Fraction [

C 1 L T T T T T T T | T T T | T T T | T |
e c _— ]
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« Quantify the fraction of FTK tracks with a matched offline track within AR < 0.02

« >95% of FTK tracks have a nearby matched offline track — FTK is reconstructing
good 12-layer tracks
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I

f FTK Tracking Resolutions

2 020 atiAs Preminay S
S E 13 TeV, Data 2018 —o— FTK =
e 0'2? Single DF (partial Tower22 coverage) - FTKSim =
g 0.18:_ FTK tracks without IBL hits FTK refit _:
ﬂ0.25—0—III|IIII|IIII|IIII|IIIIIIIIIIIIIlIIIIlIIIIIII-I— -§016:_ _E
= - ATLAS Preliminary 3 ® o044k E
S _ 13 TeV, Data 2018 —e— FTK i 0126 3
P — Single DF (partial Tower22 coverage) I FTKSim . 0.1 3
8 0.2~ FTKtracks without IBL hits _ — 0.08 E
-é - FTK refit ] 0.062_ _;
] - b 0.04F —
0 15_— pT ] 0.02F E
) I~ T Q(; .015 -0.01 -0.005 0 0.005 0.01 . .
E E T.lofﬂine_.rll—‘l'K
0-1__ - 2 025 414s  Preiminary e ]
B ] ;‘ - 1\"S.I-IeVI’DIl?Elta ftl?lgl' wer22 coverage) il N ]
B N © 0 2__ Igp}g{eracks(‘ﬁthout IOBLehits ? 9 - FTKSI"T il
| - 5 R O FTK refit i
0.05— — 5 I
] 0.15}
N 0.1:
—g. 5 -0.2 -015 -01 -005 O 0.05 01 0.15 0.2 025 -
. 0.05]-
offline _ AFTK GeV C
peffine - pFTX [GeV] i
Q. -0.015 -0.01 -0.005 0 0.005 0.01 0.
¢0ffline_ ¢I—‘I’K
« Compare FTK/FTK full simulation / FTK refit tracks to matched offline tracks with AR<0.02
* FTK reconstructs tracks with correct momentum and !

« FTK refit improves resolutions by ~10-20% (full helix fit vs. linear approx. and additional hit
position corrections, e.g. Lorentz angle)
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? Coping with Changing Conditions

Luminous centroid x [mm]

-0.52

beamspot x position vs. time

- Beam Spot Position x
— Fills 4214 - 4569

~ Aug 2015 - Nov 2015
| BeamSpotPublicResults

I I I I
ATLAS Preliminary
s =13 TeV

.

[Illlll|IIIIII[I[II|III|IIII

. /
0 6;25—"“ Ne "‘
—0.645— . VN"”’ N

| 1 1 | |
Aug 12 Aug 23 Sep 02 Sep 13 Sep 24 Oct 05 Oct 16 Oct 27 Nov 07

Time (CET)

« FTK performance depends on conditions that can shift during a run

* e.g. beamspot displacements, typically limited to Ax < 100 um over run

* |In Run 3, need strategy to quickly adapt to changing conditions

“April 2, 2019 Connecting the Dots 26


https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BeamSpotPublicResults

I

Step-by-Step Efficiencies

>‘ 17 T I T T T T ‘ T T T T ‘ T T T T ‘ T T T T I T ]
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« Quantify tracking efficiencies for several steps of FTK track processing:

 Efficiency for track to fall within a defined sector
» Does not depend on beamspot position — only one set of Sectors & Constants is needed

 Efficiency for track to fall within a defined pattern
» Limited pattern coverage is main source of inefficiency

 Efficiencies after 1st and 2"d tracking stages
+ ~1% inefficiencies from hits/holes requirements, 8-layer—12-layer extrapolation, duplicate removal
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<) Toward Run-III: Coping with Changing Beamspot ][

« Study dependence by generating

patterns with various beamspot x S e Gonerated beamspot x postion ]
positions and plotting tracking 2 oosl o oamm
efficiency vs. actual beamspot x £ e rber e

. . . = —$ ¢ 8 8 ’ ; ¢ e 4

in simulation gog *+,+*5¢§*’53¢”*:II‘
g - e ¢ e ! te ¢
. . . . 0.85— o ]
- Can maintain max efficiency with & "} .+ Tey

a set of pattern banks with o8] - E
generated beamSpOt X pOSItIOnS - ATLAS Simulation Preliminary -
every 0.5 mm

B I 1 1 1 1 ‘ 1 1 1 1 ‘ 1 1 1 1 1 1 1 1 B
0.7575 1 05 0 05

Luminous Centroid x [mm]
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5@ FTK for Long-Lived Particles (LLPs) [

» LLPs are theoretically well-motivated
but not yet exhaustively explored

— Excellent physics target for Run-3, in which
energy and lumi won’t increase by large factors

 FTK allows to trigger directly on displaced
tracks that are characteristic signatures

« Developed specialized pattern bank with
30% of patterns dedicated to high d,,
high momentum tracks

50

=40

p_[GeV]

« Able to extend coverage to large do without %
degrading the prompt efficiency (by <1%) 20

10

|ZO|<1 10 cm
nl<2.5
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% Summary

« Collected sample of half a million tracks with FTK Slice
covering n-¢ region of ATLAS detector

* Presented first tracking performance results
— FTK is producing good tracks with reasonable track parameters

« Laying the groundwork for Run-3 physics...
— Commissioning Fast Simulation
— Coping with changing beamspot position
— Preparing

* Developing Phase-ll upgrade Hardware Track Trigger
— See talk by Richard Brenner in next session...
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