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Hardware Tracking for the Trigger 
(HTT) in ATLAS
Richard Brenner  - On behalf of the ATLAS TDAQ Collaboration

design towards first prototypes

Material in this presentation has been reported in Technical Design Report for the Phase-II Upgrade of the ATLAS TDAQ System 

https://cds.cern.ch/record/2285584
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From LHC to HL-LHC
ATLAS has pioneered tracking with hardware based 
computing:FastTracker (FTK). 

The Hardware Tracking for the trigger , HTT,  is built on the 
legacy of the FTK system but several improvements have been 
made to make the implementation of HTT easier.

HTT runs in Event Filter which allows for commissioning 
without beam.

HTT system built with fewer unique components than FTK 
which will improve interfacing.

An evolution system capable of higher trigger rates (L1Track) is 
foreseen.

The firmware components of HTT is a direct evolution of FTK.

Detailed studies of the architecture, requirements and 
specification of the HTT for HL-LHC has been done and will be 
presented in this talk.
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ATLAS trigger menu target

ATLAS is planning to run a single level trigger (L0) with a maximum rate of 1MHz 
(currently 100kHz).
A regional Hardware Tracking for the Trigger (rHTT) will run as a co-processor in 
the Event Filter (EF) reducing the rate  <350kHz.  
A second stage global HTT (gHTT) will run on full detector information up to 
100kHz rate reducing it  further. 
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CPU resources for tracking 
run 2 vs. upgrade Phase II

Hardware tracking is technologically more risky than CPU but there are advantages 
that lead to the selection of hardware based tracking.

efficient use of resources

low(er) power consumption

low latency
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Baseline TDAQ architecture

The Event Filter is a CPU farm 
connected with high speed 
commodity network.

HTT acts as a co-processor for the 
Event Filter.

rHTT can process events up to 1 
MHz, the same as the EF 
(pT>2GeV).

gHTT can process 10% of events 
(100 kHz), when required by the 
trigger menu (pT>1GeV).

The EF processor unit taking care 
of sending data to (g/r)HTT. 

No strict latency constraint.

Lepton trigger threshold lower than in 
run 1,2 &3 (a full list of triggers, 
thresholds and rates in back-up) 

rHTT
gHTT
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Baseline HTT architecture
The HTT units (both global gHTT 
and regional rHTT) are interfaced 
to the same commodity network 
via dedicated CPU servers 
(HTTIF).

A HTT unit consists of:

12 Associative Memory Tracking 
Processor (AMTP) cards 
performing pattern recognition  

2 Second Stage Trigger Processor 
(SSTP) performing track fitting.

The AMTP and SSTP cards are 
located in separate ATCA crates.

The AMTP  and SSTP cards are 
built on a common Tracking 
Processor  (TP) platform which 
are given its functionality by 
mezzanine  cards.
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Evolved system architecture
Two level trigger architecture L0/L1 
with  L0 running up to 4MHz and 
L0<1MHz.

HTT reconfigured to L1Track  that  
run regional tracking on up to 10% of 8 
tracking layers at a rate up to 4MHz 
(pT>4GeV).

L1Track is run on data stream before 
EF.

L1Track has a 6μs latency constraint  
 duplication of pattern banks.→ duplication of pattern banks.

gHTT  run as co-processor to EF.

Primarily gain for  hadronic triggers.  
(Details to be found in back-up)  
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Overview of Hardware 

TP  → duplication of pattern banks.
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Tracking Processor board (TP)

The TP will handle the data 
communication and formatting 
to /from the mezzanine cards.

Due to the high power 
dissipation the cooling of the 
electronics must be maximized

We are investigating several 
low-profile connectors and  
selected Z-ray for our boards.

https://www.samtec.com/connectors/high-speed-board-to-board/high-density-arrays/zray
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Pattern Recognition Mezzanine 
(PRM)

PRM is a single board occupying full 
width of  TP (1 mezzanine/AMTP)

Associative Memory (AM) 
ASICs/PRM: 24
Patterns/AM group: 2.3M
I/O bandwidth: 10 Gbps
Peak cluster rate/layer: 250MHz
Fit rate: 1GHz

PRM will hold patterns for both rHTT 
and gHTT

Performs first level fitting (8-layers) 
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PRM interaction

PRM: 
convert clusters into patterns of  Super 
Strips 
patterns are matched to patterns loaded 
in AM chips
Match patterns  roads. roads  cluster → duplication of pattern banks. → duplication of pattern banks.
combinations 
cluster combinations are fitted with first 
stage fitting
track information sent to AMTP

 

AMTP: 
receives data from  EF and sends 
clusters to PRM

AMTP: 
rHTT:tracks  and clusters returned 
to EF 
gHTT:tracks and clusters  sent to 
SSTP
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AM09 ASIC
AM09: production version used in 
HTT. A low energy usage per 
operation: to achieve this 
requirement a new CAM cell has 
been designed: the KOXORAM. 
Simulation of the new CAM cell 
predicts better energy efficiency: 
0.30 fJ/comparison/bit compared 
to the 0.80 fJ/comparison/bit for 
the XORAM used before. 
8 layers with an input bandwidth 
of 4 Gb/s per layer. 384 
kpatterns/chip (3 times more in 
same area than previous 
production version AM06).
Estimate of power consumption
P = 1W+ < inputrate > 

0.05W/MHz∗0.05W/MHz
Submission planned in 2020

AM07 prototype with 16kpatterns
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Track Fitting Mezzanine (TFM)
Receives tracks and clusters 
from first stage fitting of 
gHTT (rHTT do not use TFM)*  
  second stage fitting→ duplication of pattern banks.

Extrapolates tracks to find 
cluster within search window 
(if a pixel hit is missing, the 
hit is guessed) 

 Performs full fit of hit 
combinations

Output hits and track 
parameters to SSTP

*) First stage fitting is performed on PRM with hits from the 8 layers used for pattern matching.
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System performance (PRM)

The system 
has been 
simulated in 4 
eta regions 
with full 
simulation 
with pT>4

One region has 
been studied 
for pT > 1,2 
and 4 GeV 

HitWarrior: Duplicate removal run in TP. Identifies tracks that share more than a given number of hits. 
The threshold of hits can be tuned to give high efficiency and low number of duplicates. 
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Track fitting performance PRM 
and TFM

1st  stage track fitting done in 

the PRM: z
0
 and d

0 
performances limited by the  
short lever arm and distance 
to impact point.

2nd stage track fitting in the 
TFM: uses all ITk layers and 
give near off-line quality
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Tracking efficiency

Tracking efficiency is flat over the full pT range for muons 
(and pions) while electron efficiency drops at low pT 
because of Bremsstrahlung 

The efficiency is for muons and pions similar in all studied 
regions while electrons are effected by the increase in 
material at high eta.
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System size and power

Size
Power(preliminary)
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Dataflow summary
1st stage fitting

2nd  stage fitting

Based on:
Xilinx KU085



Richard Brenner – Uppsala University        19/(19)                CTD/WIT 2-5 April 2019

Summary

A Hardware Tracking for the trigger has been designed to meet the 
physics goals of ATLAS at HL-LHC.

The baseline HTT system runs as a co-processor in the Event Filter 
which will help the commissioning of the system.

The system is divided between a regional and global HTT running at 
1MHz and 100kHz L0 trigger rates.

If required the baseline system can be reconfigured to an evolution 
system L1Track running on data stream with regional tracking at 
4MHz but with higher threshold than rHTT. 

The system is more homogeneous than its predecessor FTK 

The system delivers high tracking efficiency and near off-line quality 
track parameters.

The power budget is a challenge. 
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Back-up
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Preliminary trigger objects in 
baseline L0-only system
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Additional triggers in evolved 
L0/L1 system
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L1Track architecture
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ATLAs trigger system in Run 2
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