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Hardware Tracking for the Trigger
(HTT) in ATLAS

Richard Brenner - On behalf of the ATLAS TDAQ Collaboration

design towards first prototypes

Material in this presentation has been reported in Technical Design Report for the Phase-1l Upgrade of the ATLAS TDAQ System
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https://cds.cern.ch/record/2285584

From LHC to HL-LHC

» ATLAS has pioneered tracking with hardware based
computing:FastTracker (FTK).
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» The Hardware Tracking for the trigger , HTT, is built on the
legacy of the FTK system but several improvements have been
made to make the implementation of HTT easier.

= HTT runs in Event Filter which allows for commissioning
without beam.

= HTT system built with fewer unique components than FTK
which will improve interfacing.

» An evolution system capable of higher trigger rates (L1Track) is
foreseen.

> The firmware components of HTT is a direct evolution of FTK.

» Detailed studies of the architecture, requirements and
specification of the HTT for HL-LHC has been done and will be
presented in this talk.
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ATLAS trigger menu target
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@ ATLAS is planning to run a single level trigger (LO) with a maximum rate of 1MHz
(currently 100kHz).

@ A regional Hardware Tracking for the Trigger (rHTT) will run as a co-processor in
the Event Filter (EF) reducing the rate <350kHz.

@ A second stage global HTT (gHTT) will run on full detector information up to
100kHz rate reducing it further.
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CPU resources for tracking
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@ Hardware tracking is technologically more risky than CPU but there are advantages
that lead to the selection of hardware based tracking.

-~ efficient use of resources
-~ low(er) power consumption

-~ low latency
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Baseline TDAQ architecture
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[ Inner Tracker ] [ Calorimeters ][ Muon System ]

| ] ] » The Event Filter is a CPU farm

L e N connected with high speed

1 : | Sector Logic| | Processor | °

Ak e (] commodity network.

LI 1 ector Logic Processor

IHIR= oo ). ® HTT acts as a co-processor for the

I e Event Filter.

N N N e i

e ! |Processor| H
{, T : = rHTT can process events up to 1

e e - MHz, the same as the EF

T (pT>2GeV).
[ Da*aﬂi"d'm J |« o o = gHTT can process 10% of events
e ;Tf:‘,’,‘;ﬁf;;i‘} e (100 kHz), when required by the
[[ =L [ ][Agsz':;‘;mr]] o trigger menu (pT>1GeV).
ik (5 Output 10t + The EF processor unit taking care
Event Filter of Sending data to (g/r)HTT.
[”“’F‘:ﬁ:":”]:f:[ HTT = No strict latency constraint.
rHTT @ Lepton trigger threshold lower than in
gHTT run 1,2 &3 (a full list of triggers,

thresholds and rates in back-up)
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Baseline HTT architecture
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@ The HTT units (both global gHTT
and regional rHTT) are interfaced
to the same commodity network
via dedicated CPU servers

Network Switch (HTTIF).

M\ @ A HTT unit consists of:

W M HTTIF M HTTF = 12 Associative Memory Tracking

Processor (AMTP) cards
performing pattern recognition

= 2 Second Stage Trigger Processor
ﬂ (SSTP) performing track fitting.

tﬁ oo t 12x @ The AMTP and SSTP cards are

[ | | | located in separate ATCA crates.

ATT unt AT unt @ The AMTP and SSTP cards are

=) Commodty network Pointio-point optical <=5~ L e built on a common Tracking
Processor (TP) platform which
are given its functionality by

mezzanine cards.
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Evolved system architecture
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« - Readout data (800 or 600 kHz)
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<«— gHTT data (100 kHz)
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Two level trigger architecture LO/L1

with LO running up to 4MHz and
LO<1MHz.

HTT reconfigured to L1Track that
run regional tracking on up to 10% of 8
tracking layers at a rate up to 4MHz
(pT>4GeV).

L1Track is run on data stream before
EF.

L1Track has a épus latency constraint
— duplication of pattern banks.

gHTT run as co-processor to EF.

Primarily gain for hadronic triggers.
(Details to be found in back-up)
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Overview of Hardware
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HW model 1p - AMTP & SSTP

Highly modular system

FPGA(s) + RAM(s)
second stage fit

Legacy HW shown

TFM
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Tracking Processor board (TP)

175
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... @ The TP will handle the data
| communication and formatting
to /from the mezzanine cards.

@ o
@ Due to the high power

Mezzanine#Z/[
dissipation the cooling of the

e rb——— | electronics must be maximized

| ~ “.. e We are investigating several
low-profile connectors and
selected Z-ray for our boards.
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Pattern Recognition Mezzanine
(PRM)
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= H 1 II r i
L | i
@ PRM is a single board occupying full
— . — width of TP (1 mezzanine/AMTP)
= <+ Associative Memory (AM)
ASICs/PRM: 24
' < Patterns/AM group: 2.3M
e o il o + 1/0 bandwidth: 10 Gbps
- Peak cluster rate/layer: 250MHz
-_— - + Fit rate: 1GHz
. @ PRM will hold patterns for both rHTT
Roads . and gHTT

@ Performs first level fitting (8-layers)
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< convert clusters into patterns of Super =+ receives data from EF and sends

Strips clusters to PRM
< patterns are matched to patterns loaded

in AM chips o AMTP:
< Match patterns — roads. roads — cluster

combinations = rHTT:tracks and clusters returned
= cluster combinations are fitted with firN to EF

stage fitting - gHTT:tracks and clusters sent to
= track information sent to AMTP SSTP
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AMO9 ASIC
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@ AMO09: production version used in LGy
HTT. A low energy usage per >
operation: to achieve this .
requirement a new CAM cell has e
been desighed: the KOXORAM. i 2.
Simulation of the new CAM cell LSRR ]
predicts better energy efficiency:
0.30 fJ/comparison/bit compared
the XORAM used before.
a 8 layers With an -input bandwidth Chip name Transistor count Year Brand  Technology Area
Of 4 Gb/s per layer' 384 Core 2 I.C‘mroe 291,000,000 2006 Intel 65 nm 143 mm?
R R R anium 2 Madison 6M 410,000,000 2003 Intel 130 nm 374 mm?
kpatternS/Ch]p (3 t]mes more ]n Core 2 Duc Wolfdale 411,000,000 2007 Intel 45 nm 107 mm2
same area than previous AMOG 421000000 2014 AMieam 6Sam 168 mm’
prod uction Version AMO6). tanium 2 with @ ME cache 592,000,000 2004 Intel 130 nm 432 mm?
: . Core i7 (Quad) 731,000,000 2008 Intel 45 nm 263 mm?2
2 ESt]mate Of power Consumptlon Quad-core z196!° 1,400,000,000 2010 IBM 45 nm 512 mm2
P = 1W+ < inputrate S Quad-core + GPU Core i7 lvy Bridge 1,400,000,000 2012 Intel 22 nm 160 mm?2
Quad-core + GPU Core i7 Haswe 1,400,000,000 2014 Intel 22 nm 177 mm2
*0.05W/MHz AMO9 1,684,000000 2019 AMweam 28nm 150 mm?
3 Subm-iss-ion lanned -in 2020 Dual-core ltanium - 1,700,000,000 2006 Intel 90 nm 596 mm?
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Track Fitting Mezzanine (TFM)

@ Receives tracks and clusters
from first stage fitting of
gHTT (rHTT do not use TFM)*

— second stage fitting

» Extrapolates tracks to find
cluster within search window
(if a pixel hit is missing, the
hit is guessed)

@ Performs full fit of hit
combinations

@ Qutput hits and track
parameters to SSTP
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TFM/‘
Tracks from PRM: Extrapolator

/ ;
* Linear

* Road # {

* Sector # extrapolation of
* Hits on 8 layers 8-layer track .
* Hit map * Output:SSIDsin5 s 4

additional layers

Data Organizer

Clusters from 5 Write mode:

other detector * Clusters > SSIDs
layers * Store clusters by

)
ﬂ Read mode:

* Extract clusters

around
extrapolation
point

* Creates all

* Allows for 1 or 2

Track Fitter

* Calculate " \ | Tracks to
* Cuton x” TFM-TP:
* Calculate helix
parameters . —
* Hits
“Constants e
memory * Helix
parameters
* Road #
1 cluster/layer * Hit map

Combiner

combinations of
single layer clusters
around a track

empty layers

*) First stage fitting is performed on PRM with hits from the 8 layers used for pattern matching.
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System performance (PRM)
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* The system

muon | mean matches | 99% interv
haS been 1 range eff. pile-up matches i1
. . pile-up
simulated in 4 01<n<03|9.1% 31 151
eta regions 0.7 <n<0.9|992% 21 93
3 1.2 <np< 1.4 | 98.8% 42 159
with full 2.0 <5 <22 | 98.7% 10 56
simulation
with pT>4
{ particle | min py | Eff. (%) | # roads | # fits | # tracks # tracks # fit constants
@ One region has X2 < 40 | HitWarrior
- muon 1 GeV 99.5 144 1115 55 46 73
been StUd]ed muon 2GeV 99.1 79 586 23 1.9 40
for pT > 1,2 muon | 4GeV | 992 48 | 313 16 1.2 23
jets 1 GeV 195 1519 77 6.2 97
and 4 GeV jets | 2Gev 104 | 804 | 29 2.4 52
jets 4 GeV 51 344 13 1.1 26
min-bias | 1 GeV 110 842 38 3.6 58
min-bias | 2 GeV 48 359 6 0.8 27
min-bias | 4 GeV 21 133 1 0.2 12

HitWarrior: Duplicate removal run in TP. Identifies tracks that share more than a given number of hits.
The threshold of hits can be tuned to give high efficiency and low number of duplicates.
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Track fitting performance PRM
and TFM e

» 1% stage track fitting done in

- ATLAS Simulation ——01¢7<03

T S T resoonons, 0z Er s E the PRM: z_ and d
— - Strip+Pixel, p, > 4 GeV ——20<n<22 1 0 O
; 4 muon, withu =0 - ; i
Ef N e ' e performances limited by the
:C’ 3 -t ¢+—'&—+ x — .
I - : short lever arm and distance
i E to impact point.
I . e e ee e o T e
I sl s 2" stage track fitting in the
1 10 . TFM: uses all ITk layers and
rue particle P, [GeV] : : :
S give near off-line quality
£ = ATLAS Simulation | o N
.y - o(d) (miny?) wrt truth : éleft')‘;m'#” (Strip+Pixel) |
'% 10;* muon p_= 10 GeV, =0 —e— [Tk offline [Ref] E
13- _f 7 range U ¢ | q/P,[GeV '] | dy [mm] | z; [mm]
g E 0.1 <5 <03 0004 | 0.003 0.021 0.42 29
:4_#‘_/_./ . 0.7 <5< 0.9 ] 0004 | 0.003 0.031 0.52 45
10‘1§ e 1.2 <np<14 0011 | 0.013 0.048 0.87 19.3
E _.__.__‘__._++++ - 20<n<22]0014 | 0.012 0.059 1.03 221
e, —o———o—% -
10'22— _E
A B - R Y-S S ¥

True particle |

Richard Brenner — Uppsala University 15/(19) CTD/WIT 2-5 April 2019



Tracking efficiency
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- Effidanevvwert oliling much i s = 0 . 60:— Efficiency w.r.t. offline, electron < u > =0 _:
60 HTT St A = - rHTT Strip+Pixel :
B —e— 0.1¢n<03 7 500 =8 0157 g0 E
50 07<n<09 — C 28 e -
C —_— 1.2<n <14 7 r —— 12<n< 14 3
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E ' | L i | By o omal ; ; E 30: ' 1 1 I [ | I .
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True particle p_ [GeV] True particle p_[GeV]

T

» Tracking efficiency is flat over the full pT range for muons
(and pions) while electron efficiency drops at low pT
because of Bremsstrahlung

» The efficiency is for muons and pions similar in all studied
regions while electrons are effected by the increase in
material at high eta.
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System size and power

Size

ltem | Number
Number of HTTIF PCs /
Number of ATCA shelves for AMTP
Number of AMTP blades per shelf 2
Number of AMTP blades per HTTIF £
Total number of AMTP
Number of PRM per AMTP

Total number of PRM 576
Number of AM ASIC per PRM 4
Total number of AM ASIC
Number of ATCA shelves for SSTP 8
Number of SSTP blades per shelf 12
Number of SSTP blades per HTTIF /
Total number of SSTP *‘I)
Number of TFM per SSTP

Total number of TFM 192
Number of ConMon PCs per ATCA shelf 1
Total number of ConMon PCs 56

Power(preliminary)

UPPSALA
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AMTP main card (including DC/DCs)
PRM FPGA

PEM 12 AM ASIC

PRM others (RAMSs, IO fanout, DC,/DC)
Total/ AMTP

100 W
J0W
50 W

310

SSTP main card (including DC/DCs)
TFM 2 x FPGA

TFM others (RAMs, 10 fanout, DC,/DC)
Total /SSTP

75 W

300
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Dataflow summary
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15t stage f]tt]ng rH Lleyent | gH Lleyent | HTT rate | available HISINERSITET
# Cluster /PRM (layer average) 200 (260) 46MHz | 60MHz
# Roads/PRM 170 0 45MHz | 400MHz
# Constants read/PRM a0 140 23MHz 30MHz
Fits/PRM 1500 2250 400 MHz 1 GHz
Tracks after v~ /PRM 80 280 36 MHz
Tracks after HitWarrior/ AMTP 10 35 45 MHz
rHTT output bandwidth /AMTP HM;’E P—
<Tracks after HitWarrior>/AMTP %r? Qﬂ) 2.6 MHz
Total output bandwidth 2 b/s 750 Gb/s 1Th/s
Processed event size 30kB 900kB
Average event size 30kB 250kB
2™ stage fitting
= Needed per event | Capability per event

# of clusters /TFM (max layer) 58 5000

# of clusters /TFM (average) *@i’ 5000

Cluster rate/ TFM (max layer) 58N 500 MHz

Cluster rate/ TFM (average) 38 MHz 500 MHz

# of roads /TFM 48 120

#tof constant sets read /TFM

Extrapolator 192 500
Fitter 100 230

Fits/ TFM 260 600

<Tracks after HitWarrior>/SSTP k?i{?‘)

Total output bandwidth 200 Gb/s B?§ed on:

Average event size 250kB Xilinx KUO85
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Summary
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» A Hardware Tracking for the trigger has been designed to meet the
physics goals of ATLAS at HL-LHC.

* The baseline HTT system runs as a co-processor in the Event Filter
which will help the commissioning of the system.

* The system is divided between a regional and global HTT running at
1MHz and 100kHz LO trigger rates.

» If required the baseline system can be reconfigured to an evolution
system L1Track running on data stream with regional tracking at
4MHz but with higher threshold than rHTT.

* The system is more homogeneous than its predecessor FTK

* The system delivers high tracking efficiency and near off-line quality
track parameters.

* The power budget is a challenge.
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Back-up
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Preliminary trigger objects in
baseline LO-only system

Run 1 Fun 2 (2017) Planned After | Event

Offline p Offline pp HL-LHC L0 regional | Filter

Threshold | Threshold Offline pp Rate tracking Rate

Trigger Selection [GeV] [GeV] Threshold [GeV] | [kHz] | cuts [kHz] | [kHz]
isolated single ¢ 25 27 22 200 40 1.5
isolated single p 25 27 20 45 45 1.5
single 120 145 120 5 5 0.3
forward e 35 40 8 0.2
di—~ 25 25 25,25 20 20 0.2
di-e 15 18 10,10 40 10 0.2
di-p 15 15 10,10 10 5 0.2
e —p 17,6 8,25 /18,15 10,10 45 10 0.2
single 7 100 170 150 3 3 0.35
di-r 40,30 40,30 40,30 200 40 | 05"
single b-jet 200 235 180 25 25 0.35711
single jet 370 460 400 0.25
large- It jet 470 500 300 40 40 0.5
four<jet (w/ b-tags) 45*{1-&1&;] 65(2-tags) 100 20 0.1
four-jet 85 125 100 0.2
Hy 700 700 375 50 10 | 02777
Ers 150 200 210 60 5 0.4
VBF inclusive 275w/ (> 2.5 33 5| 0577

& b < 2.5)

B-physics'’ 50 10 0.5
Supporting Trigs 100 40 2
Total 1066 CEY] 104

" In Run 2, the 4-jet b-tag trigger operates below the efficiency plateau of the Level-1 trigger.

" This is a place-holder for selections to be defined.

"1 Assumes additional analysis spccific requires at the Event Filter level
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Additional triggers in evolved

LO/L1 system
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EF before
analysis
Baseline Evolved Level-0 | Level-1 sp-::cific
Signature | Threshold | Threshold | (kHz) (kHz) | cuts(kHz) | Gain
ET™ 210 GeV 160 GeV 800 80 3 2x acceptance for compressed
SUSY model and 2.4x for
ZH — vvbb
di-7 40,30 GeV | 30,20 GeV 800 80 22 increased acceptance from 30%
to 55% for VBF H — 77 and
32% to 54% for HH — bbrt
4jet w/ 2- | 65GeV 55 GeV 800 100 04 improved limit in HH — 4b
btags from 1.85 to 1.65 o /gy
VBF 7hGeV + | 60GeV  + 280 40 40 increased  acceptance from
Higgs topologi- topologi- 6.6% to 10% for inclusive VBF
cal cal Higgs production
Total 2680 300 -
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@ L1Track architecture

[ ITk ]
“HTTIF [ HTTIF R HTTIE [ HTTIE HTTIE
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AMTP AMTP

PR IR

L1 Track unit L1 Track unit
(=) GBT data links <t~ Low latency point-to- <4 Links trough ATCA
point optical data links backplane
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ATLAs trigger system in

ATLAS Detector
Calorimeter detectors 11N
TileTac Muan detectors LD H |
iy
la Detector
Level-1 Calo 41 Level-1 Muon | Read-Out
Endecap ' Barrel i
P |
r%“r ‘ sector logic | | sector logic |FE |FE ... |FE
1 L L‘ |_= = J—J>—|~ —
Electron/Tau| Jet/Energy 7 i 3 Iﬂ&!l 0
| CMX | [ CMX WRIGTF ]
] :
> DataFlow
2
cTP 3
I_, CTPCORE
+ | CTPOUT |
Central Trigger x
Level-1 Cocad .
R Of Interest
egion nteres RO
Reguests
High Lmrﬁl Trigger
(HLT)
Fast Tracker i Z z
(FTK) ¥ Procassing Urits O(30k) l‘1 - i
wvent x
Data Dala Storage (SFO)
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Run 2

100 kHz

acoce pt rate

~30 MHz
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