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Outline
● Review of SLATE
● Site hardware
● Plans for XCache

○ (report next meeting from Ilija & Wei)
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SLATE Concepts & components
● Containerized services in managed clusters 
● Services curated with security in mind
● Standalone or federated
● Widely used open source technologies for growth and 

sustainability
○ Kubernetes
○ Helm
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Federation Topology
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SLATE Hardware Architecture
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SLATE Hardware - OOB Manager
Out-of-band Manager
● R440
● single CPU
● 32GB RAM
● 480GB SSD

SLATE GEN 1 HARDWARE CONFIG: 
http://slateci.io/docs/slate-hardware/management-node.html 7

http://slateci.io/docs/slate-hardware/management-node.html


SLATE Hardware - Container Edge Node
Container Edge Node:
● R740XD
● (8+) 8TB disks
● 1.6TB NVMe 
● (2) 12C/24T CPUs
● 384GB RAM
● 2x10Gbps or better

SLATE GEN 1 HARDWARE CONFIG: 
http://slateci.io/docs/slate-hardware/container-host.html 8

http://slateci.io/docs/slate-hardware/container-host.html


Joining SLATE
● Typical SLATE site:

○ PerfSONAR node, Management node, Container Edge node(s)

● Installed via USB flash drive (by on-site staff) 
or DRAC (remotely by SLATE staff)

● Cluster registered with SLATE Central Services
● Kubernetes configured "the SLATE way" and 

joined to the SLATE federation
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SLATE Kubernetes
● Latest version of Kubernetes (v1.11)
● Single-node "seeder", horizontally scalable
● SLATE Federation with share-nothing 

infrastructure
● Many additional tools and features configured 

out-of-the-box
○ e.g., Load Balancer, CVMFS driver, Monitoring, external 

DNS services, ... 10



Applications
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US ATLAS XCache
● XRootD-based caching service for sites
● Installed, configured, operated and 

monitored:
○ by the XCache Team 
○ on SLATE hardware
○ for ATLAS sites
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XCache Service Topology in Data Lakes

● Expect a long period of 
continuous development of 
caching servers and delivery 
services

● Roll out updates centrally
● Configure & control centrally

Future edge data 
delivery service
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Extra technical slides
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SLATE Bootstrap
● iPXE image provided by SLATE

○ Can either be mounted over NFS  via DRAC or via USB stick

● Admin configures network settings 
○ for now - static or DHCP over untagged 1G interface best 

supported.

● iPXE chainloads into a SLATE image hosted on the 
web

● SLATE image is downloaded and installed to disk
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