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The Pan-STARRS Sky 

This is a gri colour image of the  3pi Steradian survey. Image quality is ~ 1 arcsec, with 
0.256’’ sampling over 30,000 square degrees or about 6 Petapixels  (1012)

with over 100 epochs.  
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ATLAS sky :  50 sq degree survey facility in Hawaii -
all sky, every 2 nights 





Physics of the extreme 

• Radiative transfer 
• Atomic physics (data) 
• Nuclear reaction and decay rates  
• Accretion/magneto-rotational power



Transient sky populations 

kilonovae

Image Credit : S. Kulkarni, Caltech
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The Universe’s degenerates  

• White dwarfs 

• Neutron stars 

• Black holes

Earth radius, 6371 km 
m = 1.4M⊙ 
𝞀 = 104  kg/cm3

10km radius  
m = 1.4  - 2 M⊙ 
𝞀 = 6 x 1011  kg/cm3

m > 2 M⊙ 
R ~ 5km radius  
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Typical data frame 
• Most common “source” ?  

• 2nd most common source (aka 
“Vermin of the skies”) ? 

• 3rd most common source  ?



Known
Asteroids

6 ecliptic nights
250,000 REAL Cutouts

6 ecliptic nights
750,000 BOGUS Cutouts

Keras

3 layer
(plus dropout to avoid overfitting)
Convolutional Neural Network + 

Softmax filter

Machine Learning to junk the bogus 

Train Classifier

Dipoles

NoiseDiffraction
Spikes

Convolution
Failure

Bogus objects - e.g.:

Real Objects 

Trained Classifier applied to hourly incoming stream of objects
Objects (up to 6 images per object) with median RealBogus Score < Decision Boundary rejected



Best results to date 
10 D.E. Wright et al.

Table 2. Comparison of learning algorithms.

Classifier Model Parameters Threshold FoM

Artificial Neural Network s2=200, � = 5 0.547 0.233
Support Vector Machine (RBF) C=3, gamma=0.01 0.788 0.196
Random Forest n estimators=1000, max features=25, min samples leaf=1 0.539 0.106

a)

b)

Figure 7. a) Comparison of the best models for various learning
algorithms applied to the held out test set. b) Detail of ROC
curve of the best performing classifier, the Random Forest shown
in a). At a FPR of 1% the FoM shows that in practice we expect
to operate at a MDR of 10.6%.

from Table 2. The predictions of the 3 methods are corre-
lated; a candidate highly ranked by the RF is likely to also
be highly ranked by the other 2 classifiers, but there are still
detections of real transients that are discarded by only one
of the classifiers. From Fig. 9 there are 24 detections labelled

Figure 8. Hypothesis distribution for the optimal Random Forest
classifier applied to the test set.

Table 3. Results of combining classifiers.

Method FPR MDR

Majority Vote 0.02 0.06
Mean Hypotheses 0.01 0.12
Hypotheses as Features 0.01 0.12

as real that only the RF wrongly rejects, it is these examples
that we hope to recover by combining classifiers.

We tried only a few of the simplest combination strate-
gies. First we simply classified a detection based on the ma-
jority vote of the 3 classifiers. Second we assigned each de-
tection a hypothesis that was the mean of the hypothesis
values output by each classifier. This produced a new dis-
tribution of mean hypotheses, where we again selected the
decision boundary to produce the FoM. Finally we trained
a SVM using the 3 hypotheses for each detection as the fea-
tures representing that detection. In the end none of these
methods outperformed the RF classifier, though the perfor-
mance was comparable (see Table 3).

This result is unsurprising given that the classifiers are
highly correlated and there is no guarantee that these meth-
ods will outperform the best individual classifier (Fumera &
Roli 2005). The RF is in itself an ensemble of classifiers (the
individual decision trees) and may already incorporate much
of the gain in performance we can expect from these simple
methods.

c� 0000 RAS, MNRAS 000, 000–000

Machine learning for transient 
discovery in
Pan-STARRS1 difference 
imaging
D. Wright et al. MNRAS, 2015, 
449, 451

Score between
0 = Bogus
1 = Real

Tensor flow 
Current Performance:
1% Missed Detections
16% False Positives



Classification - host object

- angular separation crossmatch radius 
- physical separation crossmatch radius (if redshift)  
- source magnitude filtering 
- magnitude dependent search radii for bright stars 

and galaxies

Star or galaxy and separation 

Decision Tree Classifications & 
Reliabilities

- transient given a predicted classification based on 
the parameters of the catalogued source it matches 
against 

- transients can be given multiple classifications 
which are later ranked 

- a transient can either be synonymous with (within 
0.5”), associated with (>0.5” away) or annotated 
by a catalogued source

https://github.com/thespacedoctor/sherlock



Lightcurve Classification of 
transients

Lochner, McEwan, Peiris, Lahav, Winter 2016 

Achieved :  90%  pure  &   84% complete 

Missed detection rate of 1%, false positive rate ~ 
20-30%.   
                           

Extract features + ML on features 



Large Synoptic Survey 
Telescope 

LSST:UK Consortium

Photo credit :
Owen  McBrien

Slide credit :
Steve  Kahn
LSST@Europe3 
Lyon, June 2018 



Large Synoptic Survey 
Telescope 

Slide credit :
Steve  Kahn
LSST@Europe3 
Lyon, June 2018 



5.4o

ATLAS
Field of View 

LSST 
10 square
degrees 



LSST - 107 alerts per day
Junk 

Vermin (asteroid) 
Star  
AGN 

Nuclear Transient 
Supernova  

orphan

ML
spatial coincidence or trail

Boosted  
Decision  

Tree 



Summary : scratching the 
surface of potential for LSST 

• Multiple machine learning to provide 
probability of physical classification  

• Identify the outliers  

• Real-time, every day - ability to trigger 
rapid follow-up 

• Cross match with radio, x-ray, gamma-
ray surveys,  LIGO-Virgo sky 
localisation maps for GW 

• Enormous discovery potential in data, 
but completeness and probabilistic 
approach essential  

• Understand the population - 
repeatability and completeness  
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ATLAS + Pan-STARRS Machine Learning 
Trainer Pipeline

Ibsen & Smith - see https://github.com/aibsen/ATLAS-ML 

Automated End to End Training - User just specifies which nights to be 
used


