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CMS

• One of 2 general purpose
LHC detectors

• Main features:

• 3.8T solenoidal magnet

• Tracking up to |η| = 2.5

• Calorimetry up to |η| = 3 
(Forward hadronic up to 5.2)

• Muon systems up to |η| = 2.4

• Level-1 trigger relies on 
coarse calorimetry + muon 
systems

• High Level Trigger adds 
tracking information and fine 
grain calorimetry / muon 
information
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Analysis introduction

• Aim is to produce a model independent search for new
heavy resonances decaying to Z0 + X

• Use a reference excited quark model to benchmark the
analysis

• Excited fermions are taken to be spin 1/2, isospin 1/2
partners, assumed to acquire a mass before EWK
symmetry breaking. The matter content becomes:

• Transitions between SM and excited fermion states are
given by:

• Use the choice fs = f = f` = 1, and set Λ = mq*
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2 1 Introduction

1 Introduction44

Most known theories – candidates for the new physics beyond the Standard Model – predict45

new heavy particles participating in the electroweak interactions and, therefore, decaying into46

Z bosons. Such Z bosons originating from heavy new particle decays will be energetic and,47

therefore, highly boosted. The identification of such Z bosons requires a special approach de-48

scribed in this paper. This approach, which is generic and independent of any particular chan-49

nel or model giving rise to the boosted Z boson, allows effective identification in the di-electron50

decay channel and therefore investigation of the new physics causing the initial production.51

Interestingly, all of the best candidates for physics beyond the Standard Model have boosted52

Z signatures. Among these theories are various SUSY models, where boosted Z bosons are53

produces from chargino/neutralino decay. When charginos/neutralinos originate from initial54

gluino decays, their production rate could be quite large, even at 7 TeV with the LHC at its55

early stage. The example of such cascade decay is shown in Fig. 1. Another example of models

Figure 1: One of the representative Feynman diagrams for the cascade gluino decay leading to
boosted Z bosons

56

which can give rise to boosted Z bosons are various models of Technicolor walking, versions of57

which became especially popular recently [1]. Representative Feynman diagram for Techni-rho58

ρ+TC decay leading to boosted Z bosons is shown in Fig. 2.

Figure 2: One of the representative Feynman diagrams for the Techni-rho ρ+TC decay leading to
boosted Z bosons

59

Without loosing generality, in our study we have used a compositeness model with excited60

quarks decaying to quark and boosted Z boson pairs [2]. For definiteness, the excited fermions61

are taken to be spin 1
2 , isospin 1

2 partners. It is also assumed that an excited fermion has acquired62

a mass before electroweak symmetry breaking. The left and right-handed components are63

therefore considered in isodoublets. The first fermion generation therefore can be written as:64
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�
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e
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Constraints on the g− 2 measurement lead to the requirement that excited fermions have chiral65

form interactions with the standard model fermions [3]. The couplings of excited fermions to66

gauge bosons are vector like,67
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while transitions between standard model and excited fermion states are given by magnetic-68

moment type interactions [4],69
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where Ga
µν, Wa

µν and Bµν are the SU(3), SU(2) and U(1) field strength tensors, fs, f and f � are70

parameters representing the underlying dynamics, and Λ is the compositeness scale. We use71

the following choice of couplings fs = f = f �
= 1 and take further simplifying assumption by72

equating the mass of the excited fermion and and the compositeness scale Λ = mq∗ .73
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Figure 3: Feynman diagram for the pp → q∗ →
qe+e− process
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Figure 4: Cross section for the pp → q∗ →
qe+e− process

2 Datasets considered74

Any process which results in either a real Z in the final state, or combinations of real and fake75

electrons producing a Z candidate constitute the backgrounds to the excited quark search. The76

backgrounds considered are, therefore, collective di-boson production (WW, WZ, ZZ, Wγ,77

Zγ), tt̄+Jets, W+Jets, Z+Jets, γ+Jets and QCD di-jets.78

Background and cross-check datasets used were from official CMS production, and are detailed79

in Tables 1 and 2. These were produced in the 2 1 X series of CMSSW releases, and rerecon-80

structed with 2 2 4.81

Signal datasets were generated with CalcHEP 2.5.2 [5], showered with Pythia 6, and sim-82

ulated and reconstructed with CMSSW 2 2 4. The CTEQ6m p.d.f. set was used. The generated83

signal sets are detailed in Table 3. Note that only the production of a u-type excited quark is84

considered.85

3 Triggering86

A simple triggering strategy is used, to be robust during startup, and to ensure efficiencies are87

understandable, and measurable, with early data.88

Note that this is a thesis analysis, and not an official CMS result
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Close electron reconstruction

• Z decay electrons can become very close in the 
calorimeter - ~0.1 rad for MX > 2 TeV

• This causes a problem due to Bremsstrahlung 
recovery algorithms at the SuperClustering stage

• Clusters from electrons which are close and 
aligned in phi are combined into one SuperCluster

• Modified algorithm:

• Run FixedMatrix5x5 clustering algorithm in 
EB (currently only run in EE) to avoid a 
BasicCluster merging the two clusters

• Promote all BasicClusters to SuperClusters 
(with 15 GeT Et cut)

• Re-run GSF electron reconstruction with new
SuperCluster collections
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• Performance with new algorithm shows 
good improvement at high γZ

• Some loss in efficiency at low γZ due to 
lack of Bremsstrahlung recovery

• Need to check this is limited to low Pt
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Quantification of energy loss

• Z peak shows low sideband behavior typical of missing 
energy (due to Bremsstrahlung photons not included)

• First check this is limited to low pt electrons by 
imposing pair pt cut. Sideband behaviour restored

• Cross-check by (from simulation) calculation fractional 
energy loss for electrons - dominates in the barrel to 
endcap transition region around E = 100 GeV
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Electron selection

• EM + Had Depth 1 and Track pt isolation cuts perform badly - these are removed to 
give the modified HEEP selection
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12 5 Efficiency measurements

pt > 1.0, a transverse impact parameter (z0) of ±0.2 cm from the electron GSF Tracks, and a217

maximum transverse distance of 0.1 cm from the nominal beamspot position in the x, y plane.218

The selection cuts are designed to be maximally efficient for high-energy electrons, but allow219

enough low-energy electrons to pass to be used in efficiency measurements.220

As a test of the standard HEEP selection performance, the event selection efficiency, defined as

�E =
Events with ≥ 2 fiducial electrons passing HEEP cuts

Total number of events with ≥ 2 fiducial electrons
,

was calculated for each signal dataset. The results, shown in Table 6, clearly show a low effi-221

ciency and drop-off with increasing invariant mass.222

Table 6: HEEP cuts event selection efficiency

mu∗ (TeV) Efficiency

1 0.676 ± 0.004

1.25 0.566 ± 0.004

1.5 0.434 ± 0.004

1.75 0.332 ± 0.003

2.0 0.264 ± 0.002

The efficiency of each cut was measured to determine where the problem lay. Each recon-223

structed electron was matched (∆R < 0.1) to a Monte Carlo truth electron, and the efficiency of224

each individual cut calculated. These efficiencies are shown in Tables 7 and 8 for electrons in225

the barrel and endcap respectively, from a u
∗

decay for five u
∗

masses. The EM + Had D1 and226

Track pt Isolation cuts are clearly responsible for the efficiency drop-off due to the closeness of227

the electrons being mistaken for a single non-isolated electron.228

Table 7: Barrel HEEP selection performance

Cut 1 TeV 1.25 TeV 1.5 TeV 1.75 TeV 2 TeV

Et 0.96 0.97 0.98 0.98 0.98

|ηSC| 0.98 0.99 0.99 0.99 0.99

|∆ηin| 0.99 0.99 0.99 0.99 0.99

|∆φin| 1.00 1.00 1.00 0.99 1.00

H/E 0.99 0.99 0.99 0.99 0.99

E
2×5

/E
5×5

0.96 0.96 0.96 0.96 0.97

EM + Had D1 Isolation 0.90 0.7 0.57 0.45 0.36

Track pt Isolation 0.96 0.89 0.71 0.56 0.46

The event selection was re-measured with these two cuts removed. The results, in Table 9,229

show that the efficiency is now much greater, stable, and is a reasonable size. The increase of230

the efficiency with increasing mu∗ is due to the variation of the effect of the Et cut.231
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Table 8: Endcap HEEP selection performance

Cut 1 TeV 1.25 TeV 1.5 TeV 1.75 TeV 2 TeV
Et 0.96 0.96 0.96 0.97 0.97

|ηSC| 0.93 0.92 0.92 0.92 0.92
|∆ηin| 0.98 0.99 0.99 0.99 0.99
|∆φin| 1.00 1.00 1.00 1.00 1.00
H/E 0.99 0.99 0.99 0.99 0.99
σiηiη 1.00 0.99 0.99 0.99 0.99

EM + Had D1 Isolation 0.96 0.93 0.87 0.83 0.79
Had D2 Isolation 0.97 0.97 0.97 0.97 0.96
Track pt Isolation 0.99 0.98 0.94 0.90 0.88

Table 9: Modified HEEP cuts event selection efficiency

mu∗ (TeV) Efficiency

1 0.797 ± 0.005
1.25 0.823 ± 0.005
1.5 0.842 ± 0.006
1.75 0.853 ± 0.006
2.0 0.864 ± 0.005

5 Efficiency measurements232

5.1 Efficiency factorisation scheme233

Given a number of efficiency measurements for an analysis, the total efficiency is given by

�T =
n

∏
i=1

�i.

In general, this combination assumes that all the efficiencies are uncorrelated, which may not
be true. This requirement can be enforced by measuring efficiencies in a given sequence, with
each efficiency measured with respect to the previous one. The efficiencies of interest for this
analysis are those associated with electron reconstruction, electron identification and trigger
efficiency. They are combined to give an event yield efficiency as

�T = �2
Offline × �Trigger,

where
�Offline = �Clustering × �Tracking × �Reconstruction × �ID

and �Trigger is defined as the probability that both electrons didn’t fail the trigger,

�Trigger = 1 − (1 − �Online)
2 .

Following this factorisation scheme, �Online is the efficiency of the L1 + HLT to pass given that
an electron in the event passes selection cuts. This factors out the geometric acceptance from
the trigger efficiency measurement. Additionally, the electron reconstruction steps can be con-
sidered together to give the final event efficiency defined as

�T =
�
�Clustering × �GSF Reconstruction × �ID

�2 ×
�
1 − (1 − �Online)

2
�

. (2)
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All efficiencies measured from data with Tag+Probe
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Background estimation

• After all event selection cuts are applied, 
there are three backgrounds to be individually 
estimated

• X + Jets

• Estimate with the fake-rate method

• tt

• Estimate with the b-tagging method

• SM Z→e+e-

• Estimate from MC or W from data

• Estimations are not used by statistical tools, 
but to check that the sample is understood 
and under control
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Combination of background estimations

• The combination is shown for 200 pb-1 psuedo-experiments with and without 
a 1 TeV u*
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Determining signal significance

• Given some set of data, is there an excess, and at what significance?

• Take the hypothesis that background follows the functional form

• Run a fit (RooFit) to this PDF in the range 100-1000 GeV

• Use result of the fit to construct  background hypothesis histogram with same binning as data

• Compute the probability that the contents of each bin±1 (sliding window of 60 GeV) are due to a 
Poisson fluctuation (p(N >= obs)) around the background (use -log10(p) for convenience)
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• With an experiment p-value at hand, need to determine if it is significant

• Look-elsewhere effect, or likelihood of same significance occurring due to BG fluctuations 
anywhere in the search region, to take into account the many correlated p-value measurements

• For a given integrated luminosity, run 1B background only pseudo-experiments, where bin 
contents are allowed to vary following Poisson statistics

• For each experiment, run a scan to determine the minimum p-value

• Histogram as a function of -log10(p), and construct a
weighted mean to determine the most likely
p-value from background fluctuations

• 3σ (evidence) and 5σ (discovery) limits are then
determined by finding the p-value for which 0.14%
and 2.87 x 10-5% of the experiments have the
expected p-value or less (use 100k bins)

What does pBG = 10-8.1 mean?
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• With the ability to compute 3σ and 5σ p-value limits for BG exclusion, a method is required to 
calculate the most likely p-value a signal + BG experiment will have for a given luminosity

• Throw 10k pseudo-experiments from the S+BG PDF
• Run the BG fit, determine minimum p-value found, and histogram them

• Construct the weighted mean, as before, to determine the most-likely p-value for the luminosity and 
mass

• Plot as a function of luminosity; intersection
with BG curves show evidence / discovery
potential
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Measured systematic uncertainties
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8.3 Search reach determination 41

Table 32: Combination of systematic uncertainties to maximise search reach
Channel p.d.f. uncert. p.d.f. choice µ scale Ele. ID Cal. & Align. Combination

Di-boson −5% −4.5% −2% −5% −2.5% −11%
tt̄ + Jets −5% −5.5% −13% −5% −2.5% −18%
W + Jets −5% −5% −2% −5% −2.5% −12%
Z + Jets −5% −3.5% −6% −5% −2.5% −12%
γ + Jets −5% −10% −6% −5% −2.5% −17%

u* (1 TeV) +3% +3% +10% 0% 0% +12%
u* (1.25 TeV) +4.8% +4% +10% 0% 0% +13%
u* (1.5 TeV) +6.5% +4.5% +10% 0% 0% +15%
u* (1.75 TeV) +8.3% +4.5% +10% 0% 0% +16%

u* (2 TeV) +10% +4.5% +10% 0% 0% +18%
Table 33: Combination of systematic uncertainties to minimise search reach

Channel p.d.f. uncert. p.d.f. choice µ scale Ele. ID Cal. & Align. Combination
Di-boson +5% +4.5% +2% 0% 0% +9%
tt̄ + Jets +5% +5.5% +14% 0% 0% +18%
W + Jets +5% +5% +2% 0% 0% +10%
Z + Jets +5% +3.5% +4% 0% 0% +9%
γ + Jets +5% +10% +1% 0% 0% +15%

u* (1 TeV) −3% −3% −8% −5% −2.5% −11%
u* (1.25 TeV) −4.8% −4% −7% −5% −2.5% −13%
u* (1.5 TeV) −6.5% −4.5% −8% −5% −2.5% −15%
u* (1.75 TeV) −8.3% −4.5% −8% −5% −2.5% −16%

u* (2 TeV) −10% −4.5% −8% −5% −2.5% −17%

each dataset histogram represents the expected number of events for an integrated luminos-521

ity of 200 pb−1. The expected per-bin event yield for a given luminosity, L, can therefore be522

determined by multiplying each bin by L/200.523

The background estimation is taken from a fit to the data in regions the are subject to signal524

exclusions from the Tevatron. The data is fitted to the expression e−αpt p−β
t , where α and β are525

the fit parameters, in the region 50 ≤ pt ≤ 250 GeV. Typical fit values are α = 0.0131 ± 0.002526

and β = 1.8 ± 0.4. To factor the fit uncertainty into the search reach determination, the +ve527

(-ve) errors were taken as a further systematic to maximise (minimise) the search reach.528

8.3 Search reach determination529

Following the above, the search reach is determined in three phases. Firstly, 2 × 109 pseudo-
experiments are thrown on the background-only hypothesis for a given luminosity, and the
minimum p-value for the experiment determined. The resulting minimum p-values for each
pseudoexperiment are histogrammed. To determine the most likely outcome for a background
experiment, the weighted mean is calculated as

plikely =
1

∑N
m=0 B(m)

N

∑
n=0

B(n)M(n),

where B(n) and M(n) are the count and midpoint of bin n. In practice, 100000 bins between530

− log10 p = 0 and 10 are used.531
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• Plots determined from intersection of signal and background curves on previous slide

• For 1 TeV u* with input model assumptions, 3σ evidence could be found with 200 
pb-1 of integrated luminosity, and 5σ with 500 pb-1 at sqrt(s) = 10 TeV
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• Missing Et will be strongly correlated with the boost direction. 
Reconstruct the neutrino three-vector in the collinear approximation

• The electron-neutrino invariant mass is then plotted against the
opening angle in phi between the electron and missing Et
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A Boosted W±s581

New phyiscs with electroweak couplings would be expected to couple to W± as well as to582

Z0. The relative coupling strengths depend on the underlying dynamics, but nonetheless the583

q∗ → Wq channel should be pursued to confirm a discovery or reject the signal hypothesis.584

Following the boosted Z0 analysis, the channel of interest is that where the W decays lepton-
ically, q∗ → Wq, W → eνe. Such a decay leads to significant �Et, correlated with the electron
direction. This allows the W mass to be reconstructed in the collinear approximation, where
the neutrino three-vector is defined as

�pνe = ( �Ex, �Ey,

�
�E2

x + �E2
y

�
p2

x,e + p2
y,e

pz,e),

where �pe is the electron momentum. The neutrino four-vector is defined as pµ
νe = (| �pνe |, �pνe).585

Plotting the electron-neutrino invariant mass against the angle in φ between the electron and �Et586

provides a powerful discriminant between signal and background, as shown in Fig. 69. Such a587

discriminant may potentially allow the Z background estimation technique, described in §6.3,588

to be used in the presence of signal, with a cut optimised to reject signal.
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Figure 69: Discriminating boosted W±s from background for signal (a), W + Jets (b), tt̄ (c) and
Z → e+e− (d)

589
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Figure 6: Acception / rejection efficiencies for signal and background, varying the constant term c in the
2D-plane cut.

5.2 High pT top reconstruction

CDF and D0 have performed extensive tt̄ resonance searches [361, 362] and a δσ
δMtt̄

measure-
ment [363]. No deviations from the Standard Model prediction have been observed and limits
are derived for several models.

At the Tevatron, the large majority of tt̄ pairs are produced essentially at rest. The tt̄ pair
with the largest invariant mass is registered with approximately 1 TeV. At 14 TeV, in 20 % of tt̄
produced, one of the top quarks has a transverse momentum greater than 200 GeV 4. The LHC
will be able to explore the tt̄ mass spectrum into the several TeV regime.

The reconstruction of highly boosted top quarks is an experimental challenge. The top
quark decay products are collimated in a narrow cone. The hadronic decay products often
cannot be individually resolved by jet algorithms. The isolation of the leptons from W -decay
is broken by the neighbouring b-jet. A number of references in the literature [66–71, 73, 74,
330–337] have addressed this issue proposing a new approach, where top decays (and similarly
W/Higgs decays) are reconstructed as a single jet. A number of techniques has been developed
that allow to identify (tag) these top mono-jets.

Recent CMS [366, 367] and ATLAS [368–371] studies have implemented these ideas
and established their performance on fully simulated signal and background events. These
techniques are indeed found to offer greatly improved top quark reconstruction efficiency, while
maintaining an adequate reduction of non-tt̄ backgrounds (primarily W+jets and QCD di-jet
production). Thus, the sensitivity of tt̄ resonance searches is improved with respect to that
obtained with classical reconstruction techniques.

6 Indirect KK effects

In addition to signals from the direct production of the KK particles at the LHC, there can also
be effects of these KK particles on the properties of the SM particles themselves.

4Estimate obtained using MC@NLO [364, 365]

110

Signal

W + Jets

Z + Jets
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Electron selection

• Aim to follow the HEEP high energy electron selection as closely as possible

• Shared code, efficiencies, commissioning etc

• The performance of the cuts was measured by defining the event selection efficiency as

• Each individual efficiency was measured by matching reconstructed electrons to MC truth (ΔR < 
0.1), and measuring each cut individually

19

4.5 Current HEEP electron selection 11

Table 5: HEEP selection cuts v2.0

Variable Barrel Endcap

Et > 25 GeV > 25 GeV
|ηSC| < 1.422 1.560 < |ηSC| < 2.5
|∆ηin| < 0.005 < 0.007
|∆φin| < 0.09 rad < 0.09 rad
H/E < 0.05 < 0.05
σiηiη n/a < 0.0275

E
2×5/E

5×5 > 0.94 OR E
1×5/E

5×5 > 0.83 n/a
EM + Had Depth 1 < 3 + 0.002Et GeV < 5.5 GeV for Et < 50 GeV else

Isolation < 5.5 + 0.05(Et − 50)GeV
Had Depth 2 Isolation n/a < 0.5 GeV

Track pt Isolation < 7.5 GeV < 15 GeV

of the electron track measured at the inner layer of the tracker extrapolated to the interaction188

vertex. Note that Ec is an error squared weighted sum of the electron supercluster energy189

and track momentum. For high energy electrons it is dominated by the supercluster energy190

measurement.191

|ηSC| is the pseudorapidity of the electron’s supercluster, with respect to (x, y, z) = (0, 0, 0). As192

such it is suitable for fiducial cuts but not for use in physics results.193

|∆ηin| is the difference in η between the track position at the inner tracker layer, extrapolated194

back to the interaction vertex and then out to the calorimeter surface, and the η of the electron195

supercluster.196

|∆φin| is the difference in φ between the track position at the inner tracker layer, extrapolated197

back to the interaction vertex and then out to the calorimeter surface, and the φ of the electron198

supercluster.199

H/E is the ratio of hadronic energy in the HCAL RecHit closest to the electron’s position in the200

calorimeter, to the energy of the electron super cluster.201

σiηiη measures the spread in η in units of crystals of the electron energy in the 5 × 5 matrix202

of crystals centred on the seed crystal. It is insensitive to bremsstrahlung radiation, which is203

expected in φ only.204

Electromagnetic Isolation is defined as the transverse energy in the ECAL with E > 0.08 GeV205

(E > 0.03 GeV in the endcap), in a cone of radius ∆R < 0.3, excluding the inner region of206

∆R < 0.045 (0.070 in the endcap) to remove the electron’s true energy deposit, and an η strip207

of ±0.02 to account for bremsstrahlung radiation. The variable is used in combination with the208

Hadronic Depth 1, defined below.209

Hadronic Depth 1 Isolation is defined as the HCAL transverse energy in the first layer, de-210

posited in a cone of radius ∆R < 0.3 centred on the electron position in the ECAL. An inner211

exclusion cone of ∆R < 0.15 removes energy due to EM punch-through.212

Hadronic Depth 2 Isolation is defined as the HCAL transverse energy in the second layer, de-213

posited in a cone of radius ∆R < 0.3 centred on the electron position in the ECAL. An inner214

exclusion cone of ∆R > 0.15 also applies.215

Track pt Isolation is defined as the sum pt of ctf tracks in a cone of 0.015 < ∆R < 0.2, with216

12 5 Efficiency measurements

pt > 1.0, a transverse impact parameter (z0) of ±0.2 cm from the electron GSF Tracks, and a217

maximum transverse distance of 0.1 cm from the nominal beamspot position in the x, y plane.218

The selection cuts are designed to be maximally efficient for high-energy electrons, but allow219

enough low-energy electrons to pass to be used in efficiency measurements.220

As a test of the standard HEEP selection performance, the event selection efficiency, defined as

�E =
Events with ≥ 2 fiducial electrons passing HEEP cuts

Total number of events with ≥ 2 fiducial electrons
,

was calculated for each signal dataset. The results, shown in Table 6, clearly show a low effi-221

ciency and drop-off with increasing invariant mass.222

Table 6: HEEP cuts event selection efficiency

mu∗ (TeV) Efficiency

1 0.676 ± 0.004

1.25 0.566 ± 0.004

1.5 0.434 ± 0.004

1.75 0.332 ± 0.003

2.0 0.264 ± 0.002

The efficiency of each cut was measured to determine where the problem lay. Each recon-223

structed electron was matched (∆R < 0.1) to a Monte Carlo truth electron, and the efficiency of224

each individual cut calculated. These efficiencies are shown in Tables 7 and 8 for electrons in225

the barrel and endcap respectively, from a u
∗

decay for five u
∗

masses. The EM + Had D1 and226

Track pt Isolation cuts are clearly responsible for the efficiency drop-off due to the closeness of227

the electrons being mistaken for a single non-isolated electron.228

Table 7: Barrel HEEP selection performance

Cut 1 TeV 1.25 TeV 1.5 TeV 1.75 TeV 2 TeV

Et 0.96 0.97 0.98 0.98 0.98

|ηSC| 0.98 0.99 0.99 0.99 0.99

|∆ηin| 0.99 0.99 0.99 0.99 0.99

|∆φin| 1.00 1.00 1.00 0.99 1.00

H/E 0.99 0.99 0.99 0.99 0.99

E
2×5

/E
5×5

0.96 0.96 0.96 0.96 0.97

EM + Had D1 Isolation 0.90 0.7 0.57 0.45 0.36

Track pt Isolation 0.96 0.89 0.71 0.56 0.46

The event selection was re-measured with these two cuts removed. The results, in Table 9,229

show that the efficiency is now much greater, stable, and is a reasonable size. The increase of230

the efficiency with increasing mu∗ is due to the variation of the effect of the Et cut.231



Jet backgrounds with the fake rate method

• Make use of the fact that events with one selected electron are more likely than those with two
• Two stage method:

• Use a sample unbiased with respect to the signal selection to measure the probability that a jet 
fakes a signal electron

• Apply this probability to all the jets in an event with only one reconstructed signal electron to 
estimate the background

• The unbiased sample is selected with jet triggers, taken from 1E31 v0.6 menu. To make use of the 
available QCD samples, a pseudo-HLT reweighting scheme was used. Each event was scaled by the 
inverse of the trigger prescale, to allow all events to be used

• ‘Jets’ are defined as loosely selected GSF electrons. This
removes the requirement of a jet scale correction step.
The ΔR cut further removes any trigger bias

20

30 6 Background estimation

6.2 Jet backgrounds using the fake rate method359

The remaining jet backgrounds (γ+Jets, W+Jets and QCD Di-Jets) can be estimated using the360

fake rate method. This method makes use of the fact that events with one selected signal elec-361

tron are much more likely than events containing two selected signal electrons. There are two362

stages to the method: Firstly, a sample unbiased with respect to the signal selection is used to363

measure the probability that a jet fakes a selected signal electron. Secondly, this measurement364

is applied to all the jets in events with only one reconstructed signal electron to estimate the365

fake background.366

The unbiased measurement sample is selected using jet triggers. As the current HLT menu was367

not available in the software version used for this study, and wanting to make the most use of368

the available simulated data, a pseudo-HLT reweighing scheme was used. The triggers used,369

and the prescales applied, are listed in Table 26. The leading jet in each event was taken to370

trigger the highest Et trigger available, and the event weight was then scaled by the inverse371

of the appropriate trigger prescale. As the 1E31 HLT menu applies the jet trigger criteria to372

energy-corrected jets, this treatment on reconstructed jets is consistent with the actual HLT.373

Table 26: Jet triggers (1E31 v0.6 menu) used to construct the fake rate estimate

Trigger L1 Prescale HLT Prescale Total Prescale

Jet30 1000 5 5000

Jet50 100 2 200

Jet80 10 2 20

Jet110 1 1 1

The fake rate measurement is performed in bins of jet Et, and is defined for each bin as

F(Et) =
∑ Jet objects passing tight electron selection

∑ Jet objects passing loose electron selection
. (10)

The error ∆F(Et) is determined following Binomial statistics. The loose (denominator) selection374

is detailed in Table 27, and the tight (numerator) selection in Table 28. The ∆R requirement375

between the triggered and candidate jet is to further unbias the measurement with respect to376

the trigger.377

The measured numerator and denominator jet spectra are shown in Figs. 40 and 41 for the378

barrel, and in Figs. 42 and 43 for the endcap. Diving one by the other yields the fake rate as379

a function of Et, as shown in Fig. 44 for the barrel and Fig. 45 for the endcap. There is some380

contamination to the fake rate from events which are not from the di-jet sample, but the effect381

is within statistical errors at 200 pb
−1

.382

Table 27: Loose jet fake rate selection

Cut Value

∆R(Trig., Cand.) > 0.2

|η| < 2.5

Et > 20 GeV

Had / EM < 0.2

6.2 Jet backgrounds using the fake rate method 31

Table 28: Tight jet fake rate selection

Cut Value
∆R(Trig., Cand.) > 0.2

|η| < 2.5

Et > 20 GeV

Modified HEEP selection cuts Must pass
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Figure 40: Measured denominator jet spectrum

in the barrel
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Figure 41: Measured numerator jet spectrum in

the barrel

 (GeV)
t

Jet E
0 100 200 300 400 500 600 700 800 900 1000

E
v

e
n

ts
 /

 2
0

 G
e

V

1

10

210

3
10

410

5
10

6
10

Di-Jet

 + Jets! + Jets, t ee, W + Jets, t"Z

Figure 42: Measured denominator jet spectrum

in the endcap
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Figure 43: Measured numerator jet spectrum in

the endcap
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30 6 Background estimation

6.2 Jet backgrounds using the fake rate method359

The remaining jet backgrounds (γ+Jets, W+Jets and QCD Di-Jets) can be estimated using the360

fake rate method. This method makes use of the fact that events with one selected signal elec-361

tron are much more likely than events containing two selected signal electrons. There are two362

stages to the method: Firstly, a sample unbiased with respect to the signal selection is used to363

measure the probability that a jet fakes a selected signal electron. Secondly, this measurement364

is applied to all the jets in events with only one reconstructed signal electron to estimate the365

fake background.366

The unbiased measurement sample is selected using jet triggers. As the current HLT menu was367

not available in the software version used for this study, and wanting to make the most use of368

the available simulated data, a pseudo-HLT reweighing scheme was used. The triggers used,369

and the prescales applied, are listed in Table 26. The leading jet in each event was taken to370

trigger the highest Et trigger available, and the event weight was then scaled by the inverse371

of the appropriate trigger prescale. As the 1E31 HLT menu applies the jet trigger criteria to372

energy-corrected jets, this treatment on reconstructed jets is consistent with the actual HLT.373

Table 26: Jet triggers (1E31 v0.6 menu) used to construct the fake rate estimate

Trigger L1 Prescale HLT Prescale Total Prescale

Jet30 1000 5 5000

Jet50 100 2 200

Jet80 10 2 20

Jet110 1 1 1

The fake rate measurement is performed in bins of jet Et, and is defined for each bin as

F(Et) =
∑ Jet objects passing tight electron selection

∑ Jet objects passing loose electron selection
. (10)

The error ∆F(Et) is determined following Binomial statistics. The loose (denominator) selection374

is detailed in Table 27, and the tight (numerator) selection in Table 28. The ∆R requirement375

between the triggered and candidate jet is to further unbias the measurement with respect to376

the trigger.377

The measured numerator and denominator jet spectra are shown in Figs. 40 and 41 for the378

barrel, and in Figs. 42 and 43 for the endcap. Diving one by the other yields the fake rate as379

a function of Et, as shown in Fig. 44 for the barrel and Fig. 45 for the endcap. There is some380

contamination to the fake rate from events which are not from the di-jet sample, but the effect381

is within statistical errors at 200 pb
−1

.382

Table 27: Loose jet fake rate selection

Cut Value

∆R(Trig., Cand.) > 0.2

|η| < 2.5

Et > 20 GeV

Had / EM < 0.2

Jet triggers used (1E31 v0.6 menu)
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Jet backgrounds with the fake rate method
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30 6 Background estimation

6.2 Jet backgrounds using the fake rate method359

The remaining jet backgrounds (γ+Jets, W+Jets and QCD Di-Jets) can be estimated using the360

fake rate method. This method makes use of the fact that events with one selected signal elec-361

tron are much more likely than events containing two selected signal electrons. There are two362

stages to the method: Firstly, a sample unbiased with respect to the signal selection is used to363

measure the probability that a jet fakes a selected signal electron. Secondly, this measurement364

is applied to all the jets in events with only one reconstructed signal electron to estimate the365

fake background.366

The unbiased measurement sample is selected using jet triggers. As the current HLT menu was367

not available in the software version used for this study, and wanting to make the most use of368

the available simulated data, a pseudo-HLT reweighing scheme was used. The triggers used,369

and the prescales applied, are listed in Table 26. The leading jet in each event was taken to370

trigger the highest Et trigger available, and the event weight was then scaled by the inverse371

of the appropriate trigger prescale. As the 1E31 HLT menu applies the jet trigger criteria to372

energy-corrected jets, this treatment on reconstructed jets is consistent with the actual HLT.373

Table 26: Jet triggers (1E31 v0.6 menu) used to construct the fake rate estimate

Trigger L1 Prescale HLT Prescale Total Prescale

Jet30 1000 5 5000

Jet50 100 2 200

Jet80 10 2 20

Jet110 1 1 1

The fake rate measurement is performed in bins of jet Et, and is defined for each bin as

F(Et) =
∑ Jet objects passing tight electron selection

∑ Jet objects passing loose electron selection
. (10)

The error ∆F(Et) is determined following Binomial statistics. The loose (denominator) selection374

is detailed in Table 27, and the tight (numerator) selection in Table 28. The ∆R requirement375

between the triggered and candidate jet is to further unbias the measurement with respect to376

the trigger.377

The measured numerator and denominator jet spectra are shown in Figs. 40 and 41 for the378

barrel, and in Figs. 42 and 43 for the endcap. Diving one by the other yields the fake rate as379

a function of Et, as shown in Fig. 44 for the barrel and Fig. 45 for the endcap. There is some380

contamination to the fake rate from events which are not from the di-jet sample, but the effect381

is within statistical errors at 200 pb
−1

.382

Table 27: Loose jet fake rate selection

Cut Value

∆R(Trig., Cand.) > 0.2

|η| < 2.5

Et > 20 GeV

Had / EM < 0.2

EE loose

EB loose

EE tight

EB tight

EE fake rate

EB fake rate
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Jet backgrounds with the fake rate method

• For all events in the signal trigger set, the highest Et electron is taken as the triggered lepton, 
and must pass the tight selection criteria

• All other objects passing the loose electron selection, but not the tight selection (to remove 
signal bias), are histogrammed by trigger-fake pair pt, weighted according to the fake rate given 
by the loose object

• Pairs are excluded if they lie in the range 70 < M < 110 GeV
to further remove signal contamination

 (GeV)
t

p
0 100 200 300 400 500 600 700 800 900 1000

Ev
en

ts
 / 

20
 G

eV

1

10

210

310

410
 ee!Z

 + Jetstt
W + Jets
 + Jets"

Jet fake estimate

 (GeV)
t

p
0 100 200 300 400 500 600 700 800 900 1000

Ev
en

ts
 / 

20
 G

eV

1

10

210

310

410

 (GeV)
t

p
0 100 200 300 400 500 600 700 800 900 1000

Ev
en

ts
 / 

20
 G

eV

-110

1

10

210

310 QCD Di-Jet

W + Jets

 + Jets!

Jet fake estimate

0 100 200 300 400 500 600 700 800 900 1000

-110

1

10

210

310

Jet fake rate with QCD samples included Jet fake rate with realistic (non-QCD) dataset

32 6 Background estimation

 (GeV)
t

Jet E
0 100 200 300 400 500 600 700 800 900 1000

F
a
k
e
 r

a
te

0

0.05

0.1

0.15

0.2

0.25

0.3

Di-Jet only

Realistic

Figure 44: Measured jet fake rate in the barrel
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Figure 45: Measured jet fake rate in the endcap

With the fake rate measurement performed, it is then possible to estimate the jet contribution

from all events which contain one selected signal lepton. For all events, the highest Et electron

is taken as the triggered lepton
1
, and must pass the tight select criteria. All other objects passing

the loose selection but not the tight selection (to remove signal bias) are then histogrammed by

trigger-fake pair pt, weighted according to the fake rate as given by the loose object ,

N(pt) = ∑
loose

we
F(Et)

1 − F(Et)
,

where F(Et) is given by Eq. 10 and we is the event weight. Pairs are excluded from this process

if their invariant mass lies within the range 70 < Mee < 110 GeV to reject Z → ee events

with one low-quality electron. Correlated errors are added linearly, and uncorrelated errors

quadratically, by tracking the error-weighted event weights per fake object Et in a separate

histogram. The bin error can therefore be expressed as

∆N(pt) =

���� ∑
Et bins

�

∑
loose

we∆F(Et)

�2

where the loose sum runs over all objects in the given pt bin and enclosing Et bin, and the Et383

bins sum runs over all possible fake rate bins.384

The results of the estimation as applied to W+Jets, γ+Jets and QCD di-jet events are shown in385

Figs. 46 and 47, along with the actual number of events passing the full analysis selection. The386

method can be seen to match the true selection well, with the power of the available statistics387

particularly visible for the sample containing QCD di-jets.388

6.3 Z → e+e− with MC and W hadronic recoil389

The main remaining background is due to irreducible Z → e+e− production. Two methods390

have been devised to account for this. Firstly the pt spectrum will be determined from Monte-391

Carlo, scaled to fit the data in the region 0 − 250 GeV after the other backgrounds have been392

considered. This method allows a check of the background slope shape. However, this relies on393

the MC description of the high pt region to be correct in the region where the signal is expected.394

As backgrounds in this region will only fluctuate up, a derivation of the high pt shape from data395

is desired to be able to cross-check the MC behavior.396

1
This is valid as the L1 trigger orders electron candidates by Et and the single photon / electron HLT paths are

seeded by the highest-ranked object



tt with the b-tagging method

• The b-tagging method is robust against b-tagging commissioning, and can be applied on top of 
the existing event selection

• The observed number of events with exactly one and two b tags are given by n1 and n2. These 
are related to the actual number of events (N1, N2) within detector acceptance by

• where εb is the b-tagging efficiency. N1 and N2 are related to the true number of tt events by

• Where A1 (A2) is the geometric acceptance for events containing exactly 1 (2) b jets from a tt 
event. From these expressions, and A1 (A2) measured from MC, εb  can be determined as

• With this measurements performed, N can be
calculated from either the n1 or n2 samples as:

• To ensure the samples are of equivalent purity, a tight selection
is defined which vetoes events with 70 < M < 110 GeV

23
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5.10 Electron identification N − 1 efficiencies325

While the Tag and Probe method provides a high-purity sample of electrons with which to326

measure efficiencies, the purity can be improved further to allow the efficiency of each electron327

identification cut to be measured. The N − 1 method applies all cuts except the one of interest328

to a candidate electron. If all cuts pass, that electron is then used to measure the cut of interest.329

The Tag and Probe criteria used are listed in Table 22. Figs. 32 and 33 show the power of the330

technique for two cuts, |∆ηin| and E2×5
/E5×5

. The plots for all cuts in the barrel and endcap331

are shown in Appendix C.332

Table 22: Tag and Probe criteria for N − 1 efficiency measurements

Tag Critera Probe Criteria
GSF Electron GSF Electron

|η| < 1.44 or 1.56 < |η| < 2.5 |η| < 1.44 or 1.56 < |η| < 2.5

Et > 15 GeV Et > 20 GeV

Passes modified HEEP cuts Passes N − 1 modified HEEP cuts
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Figure 32: Example N − 1 efficiency measure-

ment of |∆ηin|
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Figure 33: Example N − 1 efficiency measure-

ment of E2×5
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6 Background estimation333

6.1 tt̄ using the b-tagging method334

As there is a tt̄ contribution to the Z pt spectra after all cuts have been applied, a method to335

estimate it is required. The b-tagging method, described in [8], is robust for start-up and can be336

applied on top of the existing event selection.337

The observed number of events with exactly one and two b tags are given by n1 and n2. These338

are related to the actual number of events with one and two b jets within detector acceptance339

(N1, N2) by340

n1 = N1�b + 2N2�b (1 − �b) , (3)

n2 = N2�2

b, (4)

where �b is the b-tagging efficiency. N1 and N2 are related to the true number of tt̄ events by341

N1 = NA1 (5)

N2 = NA2, (6)
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6.2 Jet backgrounds using the fake rate method 27

where A1 (A2) is the geometric acceptance for exactly one (two) b jets from a tt̄ event. From
these expressions, and given A1 and A2 determined from Monte Carlo, the b-tagging efficiency
can be determined from data as

�b =
A1/A2 + 2
n1/n2 + 2

. (7)

With this measurement of �b performed, the true number of tt̄ event, N, can be determined342

independently from either the n1 or n2 samples as343

N =
n1

�b (A1 + 2A2(1 − �b))
, (8)

N =
n2

A2�2
b

. (9)

By binning the n1 and n2 samples as a function of di-electron pt, N calculated for each bin will344

provide an estimate of the top contamination on a bin-by-bin basis.345

The jet selection criteria used are detailed in Table 23. The discriminant is chosen to err on the346

side of selection purity against the number of jets selected. The discriminant efficiency as a347

function of cut value is shown in Fig. 34, with the chosen b-jet efficiency indicated.348
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Figure 34: b-discriminant top identification efficiency as a function of cut value

For the above to be valid, the n1 and n2 samples must be of equivalent purity. The n2 sample349

will be inherently more pure than the n1 sample due to the requirement of two b-tagged jets.350

Fiq. 35 shows that a large source of contamination is Z → ee events with an associated b-jet351

(real or faked). To veto these, n1,tight and n2,tight selections are defined where events with one or352

two b-jets are vetoed if the di-electron invariant mass is between 70 and 110 GeV. Figs. 36 and353

38 illustrate the power of this veto to remove contamination whilst having a minimal impact354

on the true tt̄ sample.355

The acceptances as measured from Monte-Carlo are A1 = 0.146 ± 0.005 and A2 = 0.79 ± 0.01.356

The measured b-tagging efficiencies are given in Table 24, and the total number of estimated tt̄357

event in Table 25.358
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28 6 Background estimation

Table 23: Jet selection criteria

Jet Algorithm iterativeCone5CaloJets
Jet Et > 20 GeV
Jet |η| < 2.4

B Discriminant jetBProbabilityJetTags
Discriminant cut > 4.0

Table 24: Measured b-tagging efficiency

Data sample Efficiency
tt̄ only 0.377 ± 0.058

tt̄ only (tight) 0.382 ± 0.067
Realistic (tight) 0.356 ± 0.062
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Figure 35: Selected events containing exactly 1
b-tagged jet for loose selection (n1)
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Figure 36: Selected events containing exactly 1
b-tagged jet for tight selection (n1,tight)
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Figure 37: Selected events containing exactly 2
b-tagged jets for loose selection (n2)
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Figure 38: Selected events containing exactly 2
b-tagged jet for tight selection (n2,tight)
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• From MC, A1 = 0.146 ± 0.005, A2 = 0.79 ± 0.01
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tt with the b-tagging method

Complete n1, n2 estimation

6.2 Jet backgrounds using the fake rate method 29

Table 25: Total number of estimated tt̄ events

Data sample Events with 70 < Mee < 110(GeV)
tt̄ true 378

tt̄ only (n1) 374 ± 95
tt̄ only (n2) 381 ± 101

Realistic (n1) 428 ± 119
Realistic (n2) 428 ± 124
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Figure 39: tt̄ estimate using n1,tight and n2,tight selections

Total number of estimated tt events

28 6 Background estimation

Table 23: Jet selection criteria
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Table 24: Measured b-tagging efficiency

Data sample Efficiency
tt̄ only 0.377 ± 0.058
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Figure 35: Selected events containing exactly 1
b-tagged jet for loose selection (n1)
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Figure 36: Selected events containing exactly 1
b-tagged jet for tight selection (n1,tight)
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Figure 37: Selected events containing exactly 2
b-tagged jets for loose selection (n2)
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Figure 38: Selected events containing exactly 2
b-tagged jet for tight selection (n2,tight)

Measured b-tagging efficiency



Z→e+e- with W hadronic recoil

• The irreducible Z→ee background can be estimated from MC, but this requires complete 
understanding of the simulation in the region where new physics is expected

• In the kinematic region above the W and Z masses, the W and Z can be considered to have 
identical production kinematics. The W cross section is ~3 times that of the Z, and the 
branching ratio W→eν is ~3 times that of Z→ee, a factor of 10 more W than Z events are 
expected

• By computing the pt of the hadronic recoil system, the pt of the W can be determined, and 
therefore an estimate of the Z pt spectrum can be computed, given a suitable normalisation 
(taken to be the region 150 - 250 GeV to minimise the QCD di-jet influence)

• Event are selected with one well isolated (passing the full HEEP selection) electron
• The four-vectors of all jets which are separated (ΔR > 0.4) from the electron, and with loose 

selection cuts (Et > 20 GeV, |η| < 2.5) are summed, and the pt of the resulting four-vector 
determined

• As a cross-check, the hadronic recoil pt of events containing two selected electrons can be 
computed. This also allows a check of the jet energy scale, and an appropriate correction to be 
derived if required

• New physics coupling to Z would also be expected to couple to W - may force use of MC. 
However, some discriminating power is available using W mass and electron / neutrino phi 
separation

26
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• For a boosted W, the missing Et will be strongly correlated with the boost direction. Use this to 
reconstruct the neutrino three-vector in the collinear approximation

• The electron-neutrino invariant mass is then plotted against the
opening angle in phi between the electron and missing Et

45

A Boosted W±s581

New phyiscs with electroweak couplings would be expected to couple to W± as well as to582

Z0. The relative coupling strengths depend on the underlying dynamics, but nonetheless the583

q∗ → Wq channel should be pursued to confirm a discovery or reject the signal hypothesis.584

Following the boosted Z0 analysis, the channel of interest is that where the W decays lepton-
ically, q∗ → Wq, W → eνe. Such a decay leads to significant �Et, correlated with the electron
direction. This allows the W mass to be reconstructed in the collinear approximation, where
the neutrino three-vector is defined as

�pνe = ( �Ex, �Ey,

�
�E2

x + �E2
y

�
p2

x,e + p2
y,e

pz,e),

where �pe is the electron momentum. The neutrino four-vector is defined as pµ
νe = (| �pνe |, �pνe).585

Plotting the electron-neutrino invariant mass against the angle in φ between the electron and �Et586

provides a powerful discriminant between signal and background, as shown in Fig. 69. Such a587

discriminant may potentially allow the Z background estimation technique, described in §6.3,588

to be used in the presence of signal, with a cut optimised to reject signal.
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Figure 69: Discriminating boosted W±s from background for signal (a), W + Jets (b), tt̄ (c) and
Z → e+e− (d)
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14 TeV analysis potential

• Signal + BG yields scaled for parton 
luminosities at 14 TeV

• Statistical tool re-run on scaled 
datasets

• Systematics not considered
• Shows well-behaved scaling with 

change in parton lumis
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