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DM and (g-2)𝝁

Dark matter exists and can be 
explained by the neutralino in the 
MSSM

Discrepancy between SM prediction 
for and experiments measuring (g-2)𝝁

arXiv:1807.06209
M. Tanabashi et al. (Particle Data Group), 

Phys. Rev. D 98, 030001 (2018)

https://bit.ly/smuon



MSSM explanations for dark matter

Bino-like neutralino.

Co-annihilations provide correct relic 
density for sub-TeV masses.

Assume no R-parity violation so it is 
absolutely stable.

...

https://bit.ly/smuon



Charginos, smuons, and 
sneutrinos enter loop

MSSM explanations for (g-2)𝝁

Eqns of contributions

arXiv:hep-ph/9512396v3

https://bit.ly/smuon



Charginos, smuons, and 
sneutrinos enter loop

MSSM explanations for (g-2)𝝁

Eqns of contributions

Roughly

arXiv:hep-ph/9512396v3

https://bit.ly/smuon



The Goal
Determine which configurations in  
parameter space satisfy these 
experimental limits and how they 
can be tested.



Parameter Space

For this talk, we’ll take the LHC point 
of view and set all* left and right 
handed first and second generation 
slepton masses equal. 

Parameters: 

* The charged left-handed slepton and sneutrino have a built-in 
mass splitting coming from interactions with W

https://bit.ly/smuon

arXiv:1712.08119



The ProblemSampling a 5-dimensional 
parameter space is difficult



DELFI - Density Estimation Likelihood-free Inference

1. Sample priors and generate a set of points in parameter space, 𝚹.

2. Evaluate model, M, at every element of 𝚹. 
a. D = {M(𝜃)|∀𝜃 ∈ 𝚹} 

3. Using how close d∈D is to experimental results, create posteriors.

4. Repeat with geometric mean of priors and posteriors as new priors.

 

arXiv:1903.00007
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Parametrized Posteriors

Mixture Density Networks Masked Autoregressive Flows

arXiv:1903.00007

https://bit.ly/smuon



Parametrized Posteriors

Mixture Density Networks Masked Autoregressive Flows

In both cases, individual probability densities are Gaussian. 

Neural networks (NNs) take in 𝜃 and d, and return means, variances, weights, etc.

arXiv:1903.00007
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Parametrized Posteriors

In both cases, individual probability densities are Gaussian. 

Neural networks (NNs) take in 𝜃 and d, and return means, variances, weights, etc.

Because probability is estimated at all points parameter space, we can use active learning.

arXiv:1903.00007

https://bit.ly/smuon

Mixture Density Networks Masked Autoregressive Flows



Results



LHC Constraints
https://bit.ly/smuon



LHC Constraints
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LHC Constraints
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Direct Detection
https://bit.ly/smuon



Density Estimates
https://bit.ly/smuon



Summary

Using new machine learning tools, we were able to explore and describe areas of 
parameter space which can explain dark matter relic density and (g-2)𝝁.

Results:

https://bit.ly/smuon



Thank you



Additional Slides



Ewino and slepton pair production



Typical mass spectrum



Priors

We impose uniform priors 
with ranges shown on the 
right

Take differences from M1 
because co-annihilations 
require small mass splittings 
with the neutralino. 



Masked Autoregressive Flows

pyDELFI: arXiv:1903.00007



Mixture Density Networks

pyDELFI: arXiv:1903.00007



Active Learning

Sequential Neural Likelihood (SNL)

Sample geometric mean of prior and posterior 
with MCMC. Take random population of sample 
to create points in parameter space to search 

Bayesian Optimization

Uncertainty is known at every point, so can 
sample regions where least is known

We used SNL because uncertainty is not necessarily reflective of ignorance, and so optimal choice of 
parameter space is not trivial (active area of research)

pyDELFI: arXiv:1903.00007



Parameter density estimates

Insert picture of 
approximate contributions

https://bit.ly/smuon



“Polluted” 
Triangle Plot
After training, we sample the 
posteriors with MCMC.

This can lead to (many) points 
that do not lie within our criteria

This plot is a mix of good and 
bad points

Ranges are [0,1] because they have not 
been scaled to correct values yet



Grid search


