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Notes on Correlated Errors

As discussed in Ref. [1], the phrase “correlated systematics” is often taken to mean the
situation where one has a set of measurements

yi ∼ Gauss(µ+
∑

a

I(i ∈ a)θa, σyi) (1)

with i = 1, . . . , N , where µ is the parameter of interest and the θa are nuisance parameters
that represent a bias in the measurement of µ. One also has statistically independent control
measurements ua used to constrain the nuisance parameters,

ua ∼ Gauss(θa, σua
) , a = 1, . . . , N(N + 1)/2 . (2)

Here the function I(X) is 1 if the Boolean argument X is true and 0 otherwise. The labels
a denote particular subsets of the measurements. The nuisance parameter θa contributes to
the bias of all of the measurements yi having i ∈ a. We can define the bias of measurement
i as

βi =
∑

a

I(i ∈ a)θa . (3)

An estimate of βi is

bi =
∑

a

I(i ∈ a)ua . (4)

These estimates of the biases are correlated. Their covariance is

cov[bi, bj ] =
∑

a

I(i ∈ a)I(j ∈ a)V [ua] (5)

Given a covariance matrix for the bi, and subsets a it should be possible to solve for the
N(N+1)/2 variances V [ua] and thus construct the model entirely in terms of the independent
measurements ua.

For example, suppose

y1 ∼ Gauss(µ+ θa + θc, σy1) (6)

y2 ∼ Gauss(µ+ θb + θc, σy2) (7)

So the three relevant sets are
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a = {1} (8)

b = {2} (9)

c = {1, 2} (10)

The covariance matrix V of the bias estimates are

V11 = V [b1] = V [ua] + V [uc] (11)

V22 = V [b2] = V [ub] + V [uc] (12)

V12 = V21 = cov[b1, b2] = cov[ua + uc, ub + uc] = V [uc] (13)

These equations can be solved for

V [ua] = V11 − V12 (14)

V [ub] = V22 − V12 (15)

V [uc] = V12 (16)

That is, given a systematic covariance matrix V and the information on what nuisance pa-
rameters are common to what measurements, it should be possible to solve for the variances
V [ua] of an independent set of control measurements ua.
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