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The  tensor  “charge”  of  the  proton 

  but also to 1st Mellin moment of transversity PDF

  tensor charge connected to tensor operator

 tensor operator not accessible in tree-level Standard Model  
 low-energy footprint of new physics at higher scales ? 

hP, Sp| q̄�µ⌫q |P, Spi = (PµS⌫
p � P ⌫Sµ

p ) �q(Q
2)

= (PµS⌫
p � P ⌫Sµ

p )

Z 1

0
dxhq�q̄

1 (x,Q2)
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The  tensor  “charge”  of  the  proton 

  but also to 1st Mellin moment of transversity PDF

  tensor charge connected to tensor operator

hP, Sp| q̄�µ⌫q |P, Spi = (PµS⌫
p � P ⌫Sµ

p ) �q(Q
2)

= (PµS⌫
p � P ⌫Sµ

p )

Z 1

0
dxhq�q̄

1 (x,Q2)

compute on lattice extract transversity from data with 
transversely polarized protonslattice δq

pheno δq
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pheno δq   vs.  lattice δq 

main problem of  “pheno δq” is extrapolating outside data..

�q =

Z xmin

0
dxhq�q̄

1 +

Z xmax

xmin

dxhq�q̄
1 +

Z 1

xmax

dxhq�q̄
1

First Monte Carlo global analysis of nucleon transversity with lattice QCD constraints

H.-W. Lin,1 W. Melnitchouk,2 A. Prokudin,2, 3 N. Sato,4 and H. Shows III5

1Michigan State University, East Lansing, Michigan 48824, USA
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We report on the first global QCD analysis of the quark transversity distributions in the nucleon
from semi-inclusive deep-inelastic scattering (SIDIS), using a new Monte Carlo method based on
nested sampling and constraints on the isovector tensor charge gT from lattice QCD. A simultaneous
fit to the available SIDIS Collins asymmetry data is compatible with gT values extracted from a
comprehensive reanalysis of existing lattice simulations, in contrast to previous analyses which found
significantly smaller gT values. The contributions to the nucleon tensor charge from u and d quarks
are found to be �u = 0.3(2) and �d = �0.7(2) at a scale Q

2 = 2 GeV2.

Along with the unpolarized (f1) and helicity-
dependent (g1) parton distribution functions (PDFs), the
transversity distribution (h1) completes the full set of
quark PDFs that characterize the collinear structure of
the nucleon at leading twist. While considerable infor-
mation has been accumulated on the first two distribu-
tions from several decades of deep-inelastic scattering
(DIS) and other high-energy scattering experiments [1–
4], comparitively little is known about the transversity
PDFs. The transversity PDF, hq

1(x), gives the distribu-
tion of a transversely polarized quark q carrying a mo-
mentum fraction x in a transversely polarized nucleon,
and its lowest moment, �q ⌘

R 1
0 dx[hq

1(x) � h
q̄

1(x)], gives
the nucleon’s tensor charge for quark q [5–11]. In addi-
tion to providing fundamental information on the quark
spin structure of the nucleon, the tensor charge also
plays an important role in constraining hadronic physics
backgrounds in probes of physics beyond the Standard
Model [12–14].

Compared with the chiral-even f1 and g1 PDFs,
the experimental exploration of the chiral-odd h1 is
considerably more involved, requiring the coupling of
the transversity distribution to another chiral-odd func-
tion [6]. Observables sensitive to transversity include the
Collins single-spin asymmetries in semi-inclusive deep-
inelastic scattering (SIDIS), where h1 couples to the
chiral-odd Collins fragmentation function (FF) H?

1 [15],
while two Collins FFs generate an azimuthal asymmetry
in two-hadron production in e

+
e
� annihilation [16].

Several previous analyses have attempted to extract
the transverse momentum dependent (TMD) transver-
sity distributions, from both SIDIS and e

+
e
� data.

Anselmino et al. [17–19] employed a factorized Gaussian
ansatz to relate the TMD distributions to the h

q

1 PDFs,
while Kang et al. [20, 21] used in addition the TMD evo-
lution formalism [22]. In both cases the collinear h

q

1(x)
was parametrized in terms of the sum of unpolarized and

helicity distributions at the initial scale. Working within
collinear factorization, Bacchetta et al. [23, 24] also ex-
tracted transversity PDFs from pion-pair production in
SIDIS using dihadron FFs from e

+
e
� data. These anal-

yses gave values for the isovector moment gT ⌘ �u � �d

in the range 0.5–1, with sizeable (30%–50%) uncertain-
ties. In all these studies, the experimental coverage was
restricted to the region 0.02 . x . 0.3, so that the de-
termination of the full moment required extrapolation
outside the measured region.

Complementing the challenging empirical extractions
of transversity, first-principles lattice QCD calculations
can provide additional information on the nucleon trans-
verse spin structure. While recent breakthroughs in
quasi-PDFs have allowed the first direct lattice computa-
tions of the x dependence of transversity [25, 26], calcu-
lations of moments of the isovector hq

1 PDF are more de-
veloped, with a number of simulations of gT having been
performed [27–33] at physical pion masses and with mul-
tiple lattice spacings and volumes to control lattice arti-
facts. No significant contamination from excited states
has been observed, along with very mild volume and lat-
tice spacing dependence, making gT a “golden” channel
in lattice nucleon structure studies. Curiously, however,
all the simulations give values of gT close to unity, in
contrast to the phenomenological values, which are gener-
ally smaller [10, 21]. This prompts the question whether
the systematic di↵erences between the lattice and phe-
nomenological results suggest a real tension between the
two. From the uncertainties found by Kang et al. [21], for
example, one would conclude that, after inclusion of data
from the future SoLID experiment at Je↵erson Lab [10],
the phenomenological values of gT would be incompatible
with lattice at more than 5� CL.

In this paper we address the question of whether
the experimental data on transversity are compatible
with the lattice gT results — whether there indeed is a
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restricted to the region 0.02 . x . 0.3, so that the de-
termination of the full moment required extrapolation
outside the measured region.

Complementing the challenging empirical extractions
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nomenological results suggest a real tension between the
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P.R.L. 120 (18) 152502,  
arXiv:1710.09858

constraining “pheno δq” from SIDIS data with  
lattice isovector tensor charge gT = δu - δd



χ2/dof = 2.29 ± 0.25

probability density function of 
χ2 distribution for 25 d.o.f.
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forcing compatibility between “pheno δq” and “lattice δq”  
for δq = up, down, isovector,  is statistically very unlikely

Our  findings  

for χ2/dof = 1 perfect overlap

χ2

# χ2



1)  “MILC” ’19 

2) PNDME ’18 

3) ETMC ’17 

4) RQCD ‘14 

5) LHPC ‘12 Green et al., P.R. D86 (12)

Bali et al., P.R. D91 (15)

Alexandrou et al., P.R. D95 (17) 114514; 
                       E  P.R. D96 (17) 099906 

lattice

The  state  of  the  art 

Kang et al.,  P.R. D93 (16) 014009

Anselmino et al., P.R. D87 (13) 094019

Lin et al., P.R.L. 120 (18) 152502

Q2=4 GeV2

TMD fit  Q2=10 

Torino fit  Q2=1

JAM fit  Q2=2

Gupta et al., P.R. D98 (18) 034503

JAM

u-d

� � � � �
���

���

���

���

���

���

���
�� = δ�-δ�

Torino
TMD

Hasan et al., arXiv:1903.06487

- isovector tensor charge  gT= δu-δd 
- “pheno gT” from only SIDIS data 
- JAM  includes constraint from “lattice gT”

��� ��� ��� ���

-���

-���

-���

-���

���

���

δ�
δ�

but evolution  
1→4 GeV2 

is small
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TMD fit  Q2=10 
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TMD

Hasan et al., arXiv:1903.06487

u

u-d

- isovector tensor charge  gT= δu-δd 
- “pheno gT” from only SIDIS data 
- JAM  includes constraint from “lattice gT”

But if we look also 
at δu and δd …

PNDME’18

ETMC’17

PNDME’18

ETMC’17



Adolph et al., P.L. B713 (12)

Our  first  global  fit

hermes

Airapetian et al.,  
JHEP 0806 (08) 017

Adamczyk et al.,  
P.R.L. 115 (2015) 242501

SIDIS pp collisions

first ever extraction of transversity from 
data of SIDIS and proton-proton collisions

Radici and Bacchetta, P.R.L. 120 (18) 192001

χ2/dof = 1.76 ± 0.11

���
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�

���
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���

���

���
χ�

probability density function of 
χ2 distribution for 22 d.o.f.

for χ2/dof = 1 perfect overlap χ2

# χ2



Results  for  our global fit 

shaded area = 90% C.L.

global fit 
Q2=4

u

d

u-d

� � � � �
���
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���
�� = δ�-δ�
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��� ��� ��� ���
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���

���

���

���

���

���

δ�

� �

lattice
Q2=4 GeV2

JAM

Torino

TMD

u

u-d

no simultaneous compatibility 
between 

“pheno δq” and “lattice δq”



lattice

Constraining our global fit with “lattice gT” 

constraining global fit with lattice gT

u

d

u-d
JAM

Torino

TMD
global  

fit

confirm  JAM  results: 
constraining “pheno gT” with “lattice gT” 

at the price of 
incompatibility for δu and δd

� � � � �
���

���

���

���

���

���

���
�� = δ�-δ�
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-���

-���
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���

���

δ�
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Tension  “pheno” - “lattice” 

statistically  very  unlikely ….

if we constrain our global fit with lattice results  
for all components of tensor charge (up, down, isovector) 

the  χ2  clearly deteriorate

χ2/dof = 1.76 ± 0.11 χ2/dof = 2.29 ± 0.25

���

���
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�

���
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���
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���
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�
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��

� �� �� �� ��
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���

���

���

���

���
χ�

22 d.o.f. 25 d.o.f.χ2

# χ2

χ2

# χ2
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Adding  Compass  pseudodata

add to our global fit  
a set of Compass SIDIS pseudodata for deuteron target 

in the same range [0.0065,  x  , 0.28]

d

u pseudodata

global fit + pseudodata

global fit  

arXiv:1812.07281

deuteron target 
→ better precision on down

��-� ��-� ��-�
-�

-�

�

�

�

�

�

��

h1

hh1i

pseudodata



lattice

results with Compass pseudodata 

including Compass pseudodata

u

d

u-d

� � � � �
���

���

���

���

���

���

���
�� = δ�-δ�

��� ��� ��� ���

-���

-���

-���

-���

���

���

δ�

δ�

JAM

Torino

TMD
global  

fit

improving precision,  but
confirming tension with lattice



Adding  CLAS12  pseudodata

proposal C12-12-009

γp⇒ J/ψp

5-quark	bound	state						or							Hadronic molecule

JLAB	experiment	E12-12-001

Search	for	hidden	charmed	pentaquarks and	study	
of	gluonic structure	of	the	nucleon

Experiment	E12-12-001	measures	J/y production	on	the	proton	near	threshold	– will	verify	existence	of	
the	charmed	pentaquarks and	will	study	the	gluon	field	of	the	nucleon

What	is	the	exact	nature	of	charmed	pentaquark states
discovered	by	LHCb collaboration	at	CERN

E� (GeV)

�
 (n

b)

Cornell
SLAC published
SLAC unpublished

CLAS12 projections without Pc(4450)

CLAS12 projections for 30 days of running
at luminosity of 1035 cm-2sec-1

Pc(4450) cross section from Phys.Rev. D92, 031502 (2015)

2-gluon exchange model fit to published data
3-gluon exchange, normalized at 12 GeV

10
-3

10
-2

10
-1

1

10

8 10 12 14 16 18 20 22

What	is	the	mechanism	of	charmonium production	at	
the	threshold	

Pc ⇒ J ψ p

2-gluon																or														3-gluon	exchange

add to our global fit  
a set of CLAS12 SIDIS pseudodata for proton target 

in the range [0.075,  x  , 0.53]

��-� ��-� ��-�
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��

d

u pseudodata

global fit + pseudodata

global fit  

proton target 
→ better precision on up

h1

hh1i



lattice

results with CLAS12 pseudodata 

including CLAS12 pseudodata

u

d

u-d
JAM

Torino

TMD
global  

fit

again,  improving precision  but
confirming tension with lattice

� � � � �
���

���

���

���

���

���

���
�� = δ�-δ�

��� ��� ��� ���

-���

-���

-���

-���

���

���

δ�

δ�



•

Conclusions 

• adding Compass SIDIS pseudodata for deuteron increases 
precision of down, but  confirms tension

• NO simultaneous compatibility between phenomenology 
and lattice for up, down, and isovector tensor charges                             

• it is possible to force compatibility but it is statistically very 
unlikely

• adding CLAS12 SIDIS pseudodata for proton increases 
precision for up, but confirms tension

is there a “transverse spin puzzle” ??



•

Back-up  



 18

the  phase space

hermes
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x

Q
2
[G
eV

2
]

Adamczyk et al. (STAR),  
P.R.L. 115 (2015) 242501

Airapetian et al.,  
JHEP 0806 (08) 017

Adolph et al., P.L. B713 (12)
Braun et al., E.P.J. Web Conf. 85 (15) 02018

run  2006    
s=200 GeV2



χ2  of  the  fit

χ2/dof = 1.76 ± 0.11

proton SIDIS     13 data points = 4             + 9hermes

deuteron SIDIS    9 data points =                + 9

                         24 data points   (4 η)x 4 + (10 Mh)x10 + (10 pT)x10
24 24 24
__ __ __

global fit     10 parameters

���

���

� �� �� �� ��
�

���

���

���

���

���
χ�d.o.f.     22

probability density function of 
χ2 distribution for 22 d.o.f.

for χ2/dof = 1 perfect overlap
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����

����

����
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���

pΤ, η<0



comparison  with  previous  fit

Soffer 
bound

up
global fit

old fit
Radici et al.,  
JHEP 1505 (15) 123

(only SIDIS data) 

Radici & Bacchetta,   
P.R.L. 120 (18) 192001

equivalent to  
Collins extraction

���� ���� ���� ���� �

-���

-���

���

���

�

� ��
�-�

-

��= ��� ����

down



Compass pseudodata:  better  χ2

χ2/dof = 1.76 ± 0.11 χ2/dof = 1.12 ± 0.09
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probability density function of 
χ2 distribution for  

22 d.o.f.           31 d.o.f.
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but central value of pseudodata not known 
→ only spreading is meaningful



CLAS12 pseudodata: better  χ2

χ2/dof = 1.76 ± 0.11 χ2/dof = 1.48 ± 0.10
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probability density function of 
χ2 distribution for  

22 d.o.f.           34 d.o.f.

but central value of pseudodata not known 
→ only spreading is meaningful
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compatibility  with  lattice

add to  SIDIS+pp  data 
constraint to reproduce from lattice 

gT , δu , δd

gTlatt = 1.004 ± 0.057
_

δulatt = 0.782 ± 0.031

δdlatt = -0.218 ± 0.026

_

_

χ2/dof = 1.82 ± 0.25
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probability density function of 
χ2 distribution for  

23 d.o.f.
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χ2/dof = 2.29 ± 0.25

probability density function of 
χ2 distribution for  

25 d.o.f.



truncated  tensor  charge  

up down

truncated 
δq[0.0065,0.35]       Q2 = 10

Radici & Bacchetta,  
P.R.L. 120 (18) 192001

Kang et al.,  P.R. D93 (16) 0140093) global fit ’17 5) “TMD fit” 

2) global fit + constrain gT

1) global fit + constrain gT , δu , δd
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