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Overview

• Results from !! to di-lepton, a “new” QGP observable?
• Can we find a new EM probe of the QGP? New observable for fundamental 

properties of QGP? 

• Di-lepton continuum, an “old” QGP observable
• Can we refine a thermal probe of QGP? 

• EW bosons for nPDF and centrality studies
• Can we learn everything we need to know ‘before’ the QGP?
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Di-Lepton Production from Photon 
Interactions (in QGP ?)
• ATLAS & STAR have measured di-lepton production from photon 

interactions in hadronic collisions complementing UPC

• Question remains, 
• Can we learn about the QGP itself, EM degrees of freedom (?), from these 

observables? 
• Is QED sufficient to explain observables?

[PRL 122 (2019) 132301, PRC99 (2019) 044901, PLB 800 (2020) 135089 ]
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Di-Lepton Production from Photon 
Interactions (in QGP ?)

4

0 100 200 300
   [MeV]k

0

0.1

0.2

3-10´]
-1

   
[M

eV
kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

0-5%

 Data
 Shifted UPC Fit

0 100 200 300
   [MeV]k

0

0.05

0.1

0.15

3-10´]
-1

   
[M

eV
kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

5-10%

 Data
 Shifted UPC Fit

0 100 200 300
   [MeV]k

0

0.1

0.2

0.3

3-10´]
-1

   
[M

eV
kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

10-20%

 Data
 Shifted UPC Fit

0 100 200 300
   [MeV]k

0

0.1

0.2

0.3

3-10´]
-1

   
[M

eV
kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

20-30%

 Data
 Shifted UPC Fit

0 100 200 300
   [MeV]k

0

0.1

0.2

0.3

0.4
3-10´]

-1
   

[M
eV

kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

30-40%

 Data
 Shifted UPC Fit

0 100 200 300
   [MeV]k

0

0.2

0.4

0.6

3-10´]
-1

   
[M

eV
kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

40-60%

 Data
 Shifted UPC Fit

0 100 200 300
   [MeV]k

0

0.1

0.2

0.3

3-10´]
-1

   
[M

eV
kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

60-70%

 Data
 Shifted UPC Fit

0 100 200 300
   [MeV]k

0

0.1

0.2

0.3

0.4

3-10´]
-1

   
[M

eV
kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

70-80%

 Data
 Shifted UPC Fit

0 100 200 300
   [MeV]k

0

0.01

0.02

]
-1

   
[M

eV
kdYd

ATLAS Preliminary
Pb+Pb -1=5.02 TeV, 1.9 nbNNs

UPC

 Data
UPC Fit

ATLAS-CONF-2019-051 • Identify !! → ## in hadronic 
collisions

• Momentum broadening observed
• Centrality dependence of 

broadening observed
• QED calculations seem to 

reproduce effect (at least 
qualitatively)

STAR, PRL. 121 (2018) 132301
[W. Zha et al.  PLB 800 (2020) 135089] 

W. Zha et al. / Physics Letters B 800 (2020) 135089 3

Fig. 1. The P 2
⊥ distributions of electron-positron pair production within the STAR acceptance for the mass regions 0.4 − 0.76 (left panel), 0.76 − 1.2 (middle panel), and 

1.2 − 2.6 GeV/c2 (right panel) in 60 − 80% Au+Au collisions at √sNN = 200 GeV. The STAR measurements [24] and calculations from gEPA1, gEPA2, QED and STARLight [15]
are also plotted for comparison. See text for details of the models.
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where σ (w1, w2) is the cross-section averaged over the scalar and 
pseudoscalar polarization. This is exactly the EPA expression com-
monly used in the literature and used in comparison to recent 
experiments [6]. The spectral shape [15,33], which is insensitive to 
the collision centrality, is the result of integrating over the whole 
impact parameter space as shown in Eq. 31 to Eq. 32 [9] and sub-
sequently inserting an impact-parameter dependent photon flux 
σ (w1, w2, b), as shown in Eq. 36 to 43 in Ref. [9].

We have also performed a QED calculation at leading-order 
based on Ref. [30,31] and extended its original calculation to all 
impact parameters as a function of the transverse momentum of 
the produced pair. The lowest-order two-photon interaction is a 
second-order process with two contributing Feynman diagrams, as 
shown in Fig. 2 of Ref. [30,31]. Similarly, the straight-line approx-
imation for the incoming projectile and target nuclei is applied as 
in the case of all EPA calculations. Otherwise, a full QED differen-
tial cross-section with two photons colliding to create two leptons 
has been calculated. Following the derivation of Ref. [30,31], the 
cross section for pair production of leptons is given by
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=
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with

N0 = −q2
1, N1 = −[q1 − (p+ + p−)]2,

N3 = −(q1 + q)2, N4 = −[q + (q1 − p+ − p−)]2,

N2D = −(q1 − p−)2 + m2,

N2X = −(q1 − p+)2 + m2,

N5D = −(q1 + q − p−)2 + m2,

N5X = −(q1 + q − p+)2 + m2,

(9)

where p+ and p− are the momenta of the created leptons, the 
longitudinal components of q1 are given by q10 = 1

2 [(ε+ + ε−) +
β(p+z + p−z)], q1z = q10/β , ε+ and ε− are the energies of the 
produced leptons, and m is the mass of lepton. In the calculation 
of P (%q), the traces and matrices have been handled by the Math-
ematica package FeynCalc [34]. The multi-dimensional integration 
is performed with the Monte Carlo (MC) integration routine VE-
GAS [35].

The gEPA1 and QED calculations are shown in Fig. 1 as dash-
dotted and solid lines, respectively, together with experimental 
data points and the STARLight calculations. It is clear that there is a 
difference between the gEPA1 and the QED calculations. The most 
striking difference is in the P⊥ spectral shape. The QED curves 
describe the spectra quite well with a smooth distribution of the 
cross-section increasing from high to low P⊥ , but with a smooth 
turn-over at very low P⊥ . We stipulated that the two Feynman di-
agrams in the leading order have interference terms which is miss-
ing from the generalized EPA (gEPA1) in the connection between 
initial virtual photon fields and the Breit-Wheeler cross-section. 
We tried an additional phase term for the differential cross-section 
leading Eq. (2) to become:
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where α1 is the angle between %k1⊥ and %k′
1⊥ while α2 is the angle 

between %k2⊥ and %k′
2⊥ . The results are shown in Fig. 1 as gEPA2. 
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Di-Lepton Production from Photon 
Interactions (in QGP ?)
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• Identify !! → ## in hadronic 

collisions

• Momentum broadening observed

• Centrality dependence of 

broadening observed

• QED calculations seem to 

reproduce effect (at least 

qualitatively)

• First !! → $$ results from STAR

• Consistent with hadronic interaction 

cocktail for pT>0.15 GeV

• Qualitative agreement with !! QED 

calculations for pT<0.15 
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!" distributions in peripheral collisions

2020/06/02 Zhen Liu , Hard Probes 2020 13

• Excesses concentrate below pT ≈ 0.15 GeV/c
• Data are consistent with hadronic expecta>on when pT > 0.15 GeV/c
• Theore>cal calcula>on is compa>ble with data

W.M. Zha et al., Phys. Lett. B 800 (2020) 135089 
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Invariant mass spectra in peripheral collisions

2020/06/02 Zhen Liu , Hard Probes 2020 12

• Significant enhancement with respect 
to the cocktail in 60-80% centrality 
collisions

• Consistent with the theoretical 
calculation

W.M. Zha et al., Phys. LeE. B 800 (2020) 135089 Equivalent Photon ApproximaRon (EPA) method
• Photon is treated as real
• Weizsacker–Williams method to esRmate photon flux 
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Interactions (in QGP ?)
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• CMS measurement of EM b 
dependence using forward n 
multiplicity 

• Characterize ‘core’ pairs aco-
planarity of di-muons as f(#n)

CMS-PAS-HIN-19-014
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• CMS measurement of EM b 
dependence using forward n 
multiplicity 

• Characterize ‘core’ pairs aco-
planarity of di-muons as f(#n)
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Di-Electron Continuum & Low pT!
• Program of study dating back ~40 years
• Ultimate goal to connect back to parton deconfinement and chiral 

symmetry
• Active directions (with new results):
• Direct photons
• STAR Beam energy scan
• ALICE pp & pPb at 5 TeV à RpPb
• ALICE soft di-electrons at 13 TeV pp

• Filling in pieces of the puzzle …

8



HP 2020, 2 June

Zvi Citron

Direct Photon Scaling

9

Direct photon scaling

23

Integrated yield pT>1.5 GeV/c is dominated by thermal photons

0≈η
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 = 39 GeVNNsAu+Au, 
 = 200 GeVNNsCu+Cu, 

 = 200 GeVNNsd+Au, 
 = 200 GeVsp+p, 

 = 200 GeV (STAR)NNsAu+Au, 
 = 200 GeVNNsAu+Au, 

(2014 conversion method)

↓

   = 200 GeVs  p+p fit, 
 scaled prompt photonscollN

 = 1.25α 

 = 2760 GeVspQCD, 
 = 200 GeVspQCD, 
 = 62.4 GeVspQCD, 

�� ����
����������	

• Low pT photons may be probing 
thermodynamics

• PHENIX observes scaling across 
energy/system size with only two 
parameters

• Photon production same in all 
these systems?
àSuggestive of some
commonality
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Di-Electrons Results w/BES
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• STAR is filling in the ‘map’ of the di-
electron continuum as a function 
of energy

• Higher statistics and precision even 
at low energies will allow 
differential measurements

2019/11/06  |  Quark Matter 2019,  Wuhan, China  |  Florian Seck  |  14 
 

� Constrain cocktail with direct measurement of 
     Z, ࢥ, (J/<) in e+e- channel 

 
 
 

EFFICIENCY CORRECTED SPECTRA: 27 GeV 

I 

 Ȧ  

Poster 387 (EM10) 
by Zaochen Ye  
 

2019/11/06  |  Quark Matter 2019,  Wuhan, China  |  Florian Seck  |  12 
 

EFFICIENCY CORRECTED SPECTRA: 54.4 GeV 

� 54.4 GeV: first e+e- measurement at this energy 
� Excess over the cocktail in the LMR with increased significance compared to 62.4 GeV 
� IMR consistent with cocktail 

� Enough statistics for differential measurements vs pT, centrality, etc. 
Poster 329 (EM8) 
by Zhen Wang  
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Di-Electrons Results w/BES

11

• STAR is filling in the ‘map’ of the di-
electron continuum as a function 
of energy

• Higher statistics and precision even 
at low energies will allow 
differential measurements
à Moving towards a complete 
picture

2019/11/06  |  Quark Matter 2019,  Wuhan, China  |  Florian Seck  |  17 
 

SUMMARY & OUTLOOK 
� New measurements for e+e- at 27 & 54.4 GeV 

� High statistics will allow differential studies 
� Constrain contribution of thermal radiation to the 

spectrum 
 

� 200 GeV e+e- with HFT 
� Comparable S/B to previously published data 

without HFT 
� Decay topology cuts increase sensitivity to the 

thermal QGP radiation in the IMR 
 

� BES-II has started 
� Fill in excitation function of dielectron production 

between 7.7 and 19.6 GeV 200GeV: PRC 92 (2015) 024912 
19.6 GeV: PLB 750 (2015) 64 
62.4 & 39 GeV: arXiv:1810.10159 [nucl-ex] 
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Di-Electrons in pp & pPb @5 TeV

12

• Cocktail describes ALICE pp data 
well, fits well with 7&13 TeV

• pPb data also well described by 
cocktail

Dielectron production in pp and p–Pb collisions at
p

sNN = 5.02 TeV ALICE Collaboration

flavor hadron measurements [94, 95]. The measured total cc production cross section in pp collisions
at
p

s = 7 TeV was obtained from a measurement of prompt D0 meson production with pT > 0 GeV/c
and |y| < 0.5 using the fragmentation fraction f(c ! D0) = 0.542± 0.024 from e+e� LEP data [93].
Recent measurements of f(c ! D0) suggest that this value is smaller in pp collisions at the LHC [96],
which would result in a larger cross section of charm production than assumed in [95]. FONLL calcula-
tions [16] are able to reproduce the measurements within the model uncertainties that are dominated by
scale uncertainties, but also include PDF and mass uncertainties. The slope of the center-of-mass energy
dependence of the cross sections is described by the calculations. The measured charm production cross
sections are however on the upper edge of the large systematic uncertainties of the theory calculations
for all three measurements.

5.2 Dielectron production in pp and p–Pb collisions

The mee-differential production cross sections of e+e� pairs measured in pp and p–Pb collisions atp
sNN = 5.02 TeV are compared to the expected dielectrons from known hadron decays in Fig. 5.

The light-flavor contributions, summarized as "Light flavor" for readability, are based on measurements
in pp and p–Pb collisions as explained in detail in Sec. 4. The correlated pairs from heavy-flavor hadron
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Figure 5: (Color online) Differential e+e� cross section as a function of mee measured in pp (left) and p–Pb (right)
collisions at

p
sNN = 5.02 TeV. The data are compared to the hadronic cocktail, where the heavy-flavor contribu-

tions are fitted to the pp spectrum in the intermediate-mass region, and for p–Pb collisions scaled with the atomic
mass number of the Pb nucleus A = 208. The gray band represents the total uncertainty on the hadronic cocktail.

decays are calculated with POWHEG. Their contributions are normalized to the dscc/dy|y=0 and the
dsbb/dy|y=0 in pp collisions obtained from the fit to the pp data, as discussed in the previous section.
For p–Pb collisions, the heavy-flavor contributions are further scaled with the atomic mass number of
the Pb nucleus. This assumes that the production of heavy-flavor quarks in p–Pb collisions scales with
the number of binary nucleon–nucleon collisions. The total systematic uncertainty of the cocktails is
indicated by the gray band. The pp cocktail uncertainty in the IMR is zero by construction since the
heavy-flavor contribution is directly fitted to the measured spectrum in pp collisions. The systematic
uncertainties of the heavy-flavor contribution in the p–Pb cocktail originate from the statistical and sys-
tematic uncertainties of the extracted production cross sections in the pp analysis listed in Table 3. Since
the cross section is based on the measurement of final state e+e� pairs, the uncertainties related to branch-
ing ratios of the semi-leptonic decays of open heavy-flavor hadrons and the fragmentation functions of

12
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• Cocktail describes ALICE pp data 
well, fits well with 7&13 TeV

• pPb data also well described by 
cocktail

• RpPb emphasizes that there are 
many ingredients at play that still 
need to be sorted out (CNM vs 
thermal, and heavy flavor 
contributions are still an issue)

Dielectron production in pp and p–Pb collisions at
p

sNN = 5.02 TeV ALICE Collaboration

(HG+QGP). In the range 0.2 < mee < 0.6 GeV/c2, the model tends to slightly overestimate the measured
RpPb, whereas in the IMR it agrees with the data within their uncertainties. An additional thermal source
of dielectrons in p–Pb collisions compared to pp collisions can not be excluded by the data.

To further investigate the modifications of the open-charm contribution to the e+e� spectrum, the dielec-
tron RpPb as a function of pT,ee is shown in the LMR and IMR in Fig. 9.
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Figure 9: (Color online) Measured dielectron nuclear modification factor as a function of pT,ee in the low-mass
region (left) and intermediate-mass region (right) at

p
sNN = 5.02 TeV. The data are shown in blue, with their

statistical and systematic uncertainties depicted as vertical bars and boxes. The baseline expectation, calculated
from the pp and p–Pb cocktails outlined in Sec. 4, is shown as a black line with a gray band indicating its uncer-
tainties. Two additional cocktails, one incorporating a modified charm production due to CNM effects and another
one including thermal radiation from the hadronic and partonic phases, are shown as red and orange dashed lines,
respectively.

In the LMR, the fraction of e+e� pairs from light-flavor hadron decays ranges from about 40% to 60%
depending on pT,ee. For pT,ee larger than about 1 GeV/c the data are compatible with binary collision
scaling, indicating that the production of light-flavor hadrons is driven by the initial hard scatterings
of the incoming partons and is not affected by CNM effects. This no longer holds true for pT,ee <
1 GeV/c, pointing to a change in the production mechanism of the light-flavor hadrons. These features
can be reproduced by the hadronic cocktail. Inclusion of CNM effects for the charm contribution in the
hadronic cocktail only have a small effect. The uncertainties on the data as well as the CNM calculations
themselves are too large to draw any conclusion. The addition of the thermal contributions in the LMR
is disfavored by the data at low-pT,ee (pT,ee < 1 GeV/c), whereas at higher pT,ee the uncertainties on the
data do not allow for any discrimination between the three models.

In the IMR, the contribution from light-flavor hadron decays is negligible. The RpPb is consistent with
unity, indicating that the heavy-flavor cross sections approximately scale with the number of binary
collisions in this range. According to the calculations using EPS09 nPDFs, a suppression of the total
e+e� cross section is expected for pT,ee < 3.5 GeV/c due to CNM effects on dielectrons from open-charm
hadron decays. Nevertheless, it is disfavored by these data. On the contrary, the cocktail calculation
including thermal contributions would be preferred by the data. In particular, for pT,ee < 1 GeV/c a
thermal contribution significantly helps to improve the description of the data.
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Figure 8: (Color online) Measured dielectron nuclear modification factor as a function of mee at
p

sNN = 5.02 TeV. The data are shown in blue, with their statistical and systematic uncertainties depicted as
vertical bars and boxes. The baseline expectation, calculated from the pp and p–Pb cocktails outlined in Sec. 4, is
shown as a black line with a gray band indicating its uncertainties. Two additional cocktails, one incorporating a
modified charm production due to CNM effects and another one including thermal radiation from the hadronic and
partonic phases, are shown as red and orange dashed lines, respectively.

An additional cocktail calculation incorporating a modification of the open-charm contribution via CNM
effects is shown by a dashed red line in Fig. 8. The CNM effects on the production of dielectrons from
open-charm hadron decays are incorporated by using the EPS09 nPDF [18] in the POWHEG calcula-
tions. In the mass region below 1 GeV/c2, where the admixture of charm is significant, the modification
of the charm contribution improves the description of the measured RpPb. In the IMR, the data are just
beyond the upper edge of the systematic uncertainties of the calculations including CNM for the charm
production. On one hand, it suggests negligible CNM effects compared to the current precision of the
measurement in this mass range, where the pT of D mesons, from which the dielectrons originate, is
larger than 2 GeV/c according to calculations performed with PYTHIA 6. This is in agreement with
previous results on the D meson RpPb at

p
sNN = 5.02 TeV by ALICE, which show no significant modi-

fication of the pT spectra above 2 GeV/c [27, 28] compared to pp collisions. The dielectron cross section
from charm at lower mee however is sensitive to the production of low pT D mesons (pT < 2 GeV/c). On
the other hand, a possible additional source of electron pairs in p–Pb collisions compared to pp collisions
could compensate CNM effects on the heavy-flavor production.

The measured RpPb is further compared to calculations including thermal radiation from the hadronic
and partonic phases, based on a model which describes the dilepton enhancement measured in heavy-
ion collisions at the SPS and RHIC [7, 51, 52, 98]. The contribution of thermal dielectrons is obtained
from an expanding thermal fireball model for p–Pb collisions at

p
sNN = 5.02 TeV, corresponding to

a mean charged-particle multiplicity at midrapidity of hdNch/dyi = 20, corrected for weak decay feed-
down. The equation of state was extracted from lattice QCD computations with a crossover transition
around the critical temperature Tc = 170 MeV. A broadening of the r electromagnetic spectral function
is expected as an effect of interactions in the hot hadronic phase. The thermal emission rate of dielec-
trons from the hadronic phase is calculated based on the hadronic many-body theory. The effects of the
detector resolution are not included in the calculations and no modification of the heavy-flavor contribu-
tion is considered. A hadronic cocktail including these calculations is shown as the orange dotted line
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• 30 year old di-electron excess @ISR
• Inspired special low field ALICE 

run @ 13 TeV

cds.cern.ch/record/177144 
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• 30 year old di-electron excess @ISR

• Inspired special low field ALICE 

run @ 13 TeV

• Excess observed at 1.6 sigma level

• The story continues with ALICE 

upgrades …

cds.cern.ch/record/177144 

Soft-dielectron excess in proton–proton collisions at
p

s = 13 TeV ALICE Collaboration
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Figure 2: Differential dielectron cross sections as a function of mee (left) and pT,ee (right). The different com-
ponents of the hadronic cocktail are shown as solid lines. The error bars and boxes indicate the statistical and
systematic uncertainties of the data points. The cocktail uncertainties are shown as gray bands. In the bottom
panels, the ratios of data and cocktail are shown.

hadronic cocktail. Within the uncertainties, data and cocktail are in good agreement at mee < mp while
an excess over the hadronic cocktail is observed at larger masses. The representation of the data as a
function of pT,ee in the invariant mass region 0.15 < mee < 0.6 GeV/c2 (right panel of Fig. 2) illustrates
that the excess is most pronounced at pT,ee < 0.4 GeV/c, while the hadronic cocktail agrees well with
the data at higher pT,ee. In the mass region 0.15 < mee < 0.6 GeV/c2 and for pT,ee < 0.4 GeV/c, the
enhancement factor amounts to 1.69± 0.14(stat.)± 0.18(syst.,data)± 0.36(syst.,cocktail). The sys-
tematic uncertainty is dominated by the uncertainty of the h contribution to the hadronic cocktail.

The study of the multiplicity dependence of the observed excess may help to unravel the nature of
the underlying dielectron production mechanisms [26]. To this end, four intervals of the event mul-
tiplicity are selected, based on the V0 signal, and the dielectron data are integrated over different re-
gions of mee and pT,ee. The upper part of Fig. 3 shows the dielectron yield per event in the interval
0.15 < mee < 0.6 GeV/c2 and pT,ee < 0.4 GeV/c compared with the hadronic cocktail, integrated over
the same mee and pT,ee interval, as a function of the relative charged-particle multiplicity at midrapidity,
(dNch/dh)/hdNch/dhiINEL>0, where hdNch/dhiINEL>0 = 7.6±0.5 is the mean multiplicity in INEL>0
pp collisions at

p
s = 13 TeV [56]. The dielectron yield is systematically above the cocktail in all mul-

tiplicity intervals. The enhancement of the data over the cocktail is shown in the lower part of Fig. 3.
Within the experimental accuracy, no clear trend for the multiplicity dependence is found. Figure 3 also
shows the multiplicity dependence in control regions at smaller mee or larger pT,ee, where no excess is

5

arXiv:2005.14522 
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EW Bosons and nPDF

• What do we need to understand before a QGP?
• Initial state
• Collision geometry

• EW bosons are our built in control for hard scattering processes
• Especially in pPb among the best probes of nPDF modification @LHC
• Preponderance of evidence favoring modification
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• CMS made first measurement of 
Drell-Yan in pPb!

• Overall reasonable agreement with 
pQCD calculations

3. Results and discussion 11
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Figure 3: Differential fiducial cross sections (without acceptance correction) for the Drell–Yan
process measured in the muon channel, as a function of invariant mass (top), rapidity in the
center-of-mass frame (left), pT (center) and f⇤ (right), for 15 < mµµ < 60 GeV (middle row) and
60 < mµµ < 120 GeV (bottom row). The first bin of the pT and f⇤ measurements starts at 0. The
error bars on the data represent the quadratic sum of the statistical and systematic uncertainties.
Theory predictions from the POWHEG NLO generator are also provided, using CT14 (blue)
or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF uncertainty on this
prediction. The ratio of the predictions to the data is shown in the bottom panels, where the
data and nPDF uncertainties are given separately, respectively as error bars around one and
coloured boxes.
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• CMS made first measurement of 
Drell-Yan in pPb!

• Overall reasonable agreement with 
pQCD calculations

• Close look seems to indicate some 
room for improvement on possible 
mismodeling

CMS-PAS-HIN-18-003

3. Results and discussion 11
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Figure 3: Differential fiducial cross sections (without acceptance correction) for the Drell–Yan
process measured in the muon channel, as a function of invariant mass (top), rapidity in the
center-of-mass frame (left), pT (center) and f⇤ (right), for 15 < mµµ < 60 GeV (middle row) and
60 < mµµ < 120 GeV (bottom row). The first bin of the pT and f⇤ measurements starts at 0. The
error bars on the data represent the quadratic sum of the statistical and systematic uncertainties.
Theory predictions from the POWHEG NLO generator are also provided, using CT14 (blue)
or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF uncertainty on this
prediction. The ratio of the predictions to the data is shown in the bottom panels, where the
data and nPDF uncertainties are given separately, respectively as error bars around one and
coloured boxes.
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s(pPb ! g⇤/Z ! µ+µ�, fid., 15 < mµµ < 60 GeV) = 22.3 ± 0.5 (stat) ± 0.8 (syst) nb,

s(pPb ! g⇤/Z ! µ+µ�, fid., 60 < mµµ < 120 GeV) = 122.3 ± 0.9 (stat) ± 1.6 (syst) nb,

s(pPb ! g⇤/Z ! µ+µ�, full, 15 < mµµ < 60 GeV) = 179.5 ± 3.6 (stat) ± 15.8 (syst) nb,

s(pPb ! g⇤/Z ! µ+µ�, full, 60 < mµµ < 120 GeV) = 177.7 ± 1.3 (stat) ± 2.7 (syst) nb.

In Tables 1 and 2 the c2 values between the data and the predictions are reported, accounting
for bin-to-bin correlations between experimental (systematic uncertainties, shown in Fig. 2) and
theoretical (nPDF) uncertainties. The observations discussed above from Figs. 3 and 4 can be
made here more quantitatively, more precisely with fiducial cross sections thanks to the smaller
systematic uncertainty. The inclusion of EPPS16 modifications of the PDFs in the lead nucleus
tends to improve the description for yCM in the Z mass region, but conclusions are not clear for
other quantities, and even opposite in the case of pT and f⇤ in the Z mass region. However, the
seemingly imperfect modelling of the cross sections in POWHEG prevents from drawing strong
conclusions on nPDFs.

Table 1: c2 values between the data and the POWHEG predictions, from the fiducial cross
sections, when experimental and theoretical correlations are taken into account. The luminosity
uncertainty is also included in the experimental uncertainties.

Observable CT14 CT14+EPPS16
c2 dof Prob. [%] c2 dof Prob. [%]

mµµ ( GeV) 36 13 0.068 30 13 0.40
yCM (15 < mµµ < 60 GeV) 9.0 12 70 9.4 12 66
pT ( GeV) (15 < mµµ < 60 GeV) 11 8 19 7.8 8 45
f⇤ (15 < mµµ < 60 GeV) 9.2 9 42 10 9 32
yCM (60 < mµµ < 120 GeV) 51 24 0.11 35 24 7.3
pT ( GeV) (60 < mµµ < 120 GeV) 27 17 6.4 53 17 0.001
f⇤ (60 < mµµ < 120 GeV) 23 17 16 45 17 0.02

Table 2: c2 values between the data and the POWHEG predictions, from the full phase space
cross sections, when experimental and theoretical correlations are taken into account. The lu-
minosity uncertainty is also included in the experimental uncertainties.

Observable CT14 CT14+EPPS16
c2 dof Prob. [%] c2 dof Prob. [%]

mµµ ( GeV) 27 13 1.1 25 13 2.2
yCM (15 < mµµ < 60 GeV) 6.3 12 90 5.7 12 93
pT ( GeV) (15 < mµµ < 60 GeV) 13 8 13 7.6 8 47
f⇤ (15 < mµµ < 60 GeV) 7.4 9 59 8.3 9 51
yCM (60 < mµµ < 120 GeV) 51 24 0.11 33 24 9.7
pT ( GeV) (60 < mµµ < 120 GeV) 29 17 3.5 53 17 0.002
f⇤ (60 < mµµ < 120 GeV) 25 17 9.1 44 17 0.03

Forward-backward ratios (RFB) are built from the rapidity-dependent cross sections in the two
mass regions, defined as the ratio of the yCM > 0 to the yCM < 0 cross sections, and are shown in
Fig. 5. Similar conclusions are drawn as from the rapidity dependence of the cross section, but
the construction of these ratios allows the partial cancellation of theoretical and experimental
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• ALICE measured W boson in 
forward muon decays

• Precision data but low sensitivity to 
nPDF effects
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• Z boson measured in forward 
muon decays by ALICE & LHCb

• Precision pPb data but low 
sensitivity to nPDF differences
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Forward Z in pPb & PbPb

21

• Z boson measured in forward 

muon decays by ALICE & LHCb

• Precision pPb data but low 

sensitivity to nPDF differences

• PbPb data clearly favor 

modification of free PDF

arXiv:2005.11126
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• Mid-rapidity Z → ee/μμ measured 
by ATLAS and CMS

• Largely insensitive to nPDF vs PDF
• If anything ATLAS data seems to 

slightly disfavor nPDF

The ATLAS Collaboration / Physics Letters B 802 (2020) 135262 7

Fig. 2. Normalised Z boson yields measured in the muon and electron decay channels together with the combined yield as a function of (left) rapidity and (right) 〈Npart〉. 
Lower panels show the ratio of individual channels to the combined result. The error bars in the upper panels show the total uncertainty for muons and electrons and the 
statistical uncertainty for the combined data. In the lower panels, the error bars show the statistical uncertainty. The shaded band (left) and boxes (right) show the systematic 
uncertainty of the combined result in both panels. The width of each error box in the right panel corresponds to the systematic uncertainty of 〈Npart〉, scaled by a factor of 
three for clarity. The points corresponding to muon and electron decay channels are shifted horizontally in each panel relative to the bin centre.

Fig. 3. The upper panels show the rapidity dependence of (left) the normalised Z boson yields and (right) of the RAA compared with theoretical predictions. The lower panels 
show the ratio of the theoretical predictions to the data. The expected contribution of the isospin effect to the RAA is shown in the upper-right panel by the dashed line. The 
error bars on the data points indicate the statistical uncertainties and the shaded boxes show the systematic uncertainties. The error bars on predictions show the theoretical 
uncertainty. The points corresponding to nuclear PDF predictions are shifted horizontally relative to the bin centre for clarity.

panels of the figure is quantified as χ2/Ndof = 1.7/5 as a function 
of rapidity and χ2/Ndof = 21.6/14 as a function of centrality.

The measured Z boson yields are compared with theoretical 
predictions obtained using a modified version of DYNNLO 1.5 [53,
54] optimised for fast computations. The calculation is performed 
at O (αS) in QCD and at leading order in the EW theory, with 
parameters set according to the Gµ scheme [55]. The input pa-
rameters (the Fermi constant GF, the masses and widths of W and 
Z bosons, and the CKM matrix elements) are taken from Ref. [56]. 
The DYNNLO predictions are calculated using the free proton PDF 
set CT14 NLO [57] typically used to compare with the pp data and, 
additionally, the nuclear PDF sets nCTEQ15 NLO [58] and EPPS16 
NLO [59], which are averaged over each Pb nucleus. In addition, 
the parton-level NLO prediction from the MCFM code [60], in-
terfaced to the CT14 NLO PDF set, is calculated. This takes into 
account the isospin effect, due to different partonic compositions 
of protons and neutrons in the Pb nuclei, which is neglected in the 
DYNNLO calculations. The renormalisation and factorisation scales, 
respectively denoted by µr and µf , are set to the value of lep-
ton pair invariant mass. The uncertainties of these predictions are 
derived as follows. The effects of PDF uncertainties are evaluated 
from the variations corresponding to each NLO PDF set. Uncertain-
ties due to the scales are defined by the envelope of the variations 
obtained by changing µr and µf by a factor of two from their 

nominal values and imposing 0.5 ≤ µr/µf ≤ 2. The uncertainty in-
duced by the strong coupling constant is estimated by varying αS
by ±0.001 around the central value of αS(mZ ) = 0.118, following 
the prescription of Ref. [57]; the effect of these variations is es-
timated by comparing the CT14nlo_as_0117 and CT14nlo_as_0119 
PDF sets [57] to CT14 NLO. Imperfect knowledge of the proton PDF 
and the scale variations are the main contributions to the total 
theory uncertainties. In calculating the RAA predictions, only the 
nuclear PDF uncertainties contribute since the CT14 NLO uncer-
tainties cancel.

In Fig. 3 the normalised Z boson yield is compared between the 
combined measurement and the theoretical predictions calculated 
with the CT14, nCTEQ15 and EPPS16 NLO PDF sets, with uncer-
tainties assigned as previously described. All calculations lie 1–3σ
below the data in all rapidity intervals, integrated over event cen-
trality. Calculations using nuclear PDF sets deviate from the data 
more strongly than calculations based only on the CT14 NLO PDF 
set. A similar observation for the CT14 PDF was made in the pp
collision system [15] where systematic deviations from the mea-
sured values are observed for calculations made at the NNLO. 
When comparing the measured RAA with calculations, shown in 
the right panel of Fig. 3, residual deviations from the data are ob-
served. The trend observed in data is consistent with the isospin 
effect only, expected from the different valence quark content of 
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• Are nPDF actually (slightly) 

disfavored? 

• Rapidity distribution is fairly 

compatible, normalization is off

• Check integrated yield vs centrality 

and ask if there is “Shadowing in 

inelastic nucleon-nucleon cross 

section?” (arXiv:2003.11856)

PLB 802 (2020) 135262 
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Fig. 9 Normalised production yields for W+ (left) and W− (right)
bosons as a function of 〈Npart〉 shown separately for electron and muon
decay channels as well as for their combination. Statistical and sys-
tematic uncertainties of the combined yields are shown as bars and
shaded boxes, respectively. For the individual channels, only the total
uncertainties are shown as error bars. Systematic uncertainties related

to 〈TAA〉 are not included. The lower panels show the ratios of channels
to combined yields in each bin with error bars and shaded boxes rep-
resenting the total uncertainties of the channels and combined yields,
respectively. The points for individual channels are shifted horizontally
for better visibility
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Fig. 10 Differential normalised production yields for W+ (left) and
W− (right) bosons as a function of absolute pseudorapidity of the
charged lepton for the combined electron and muon channels. Error
bars show statistical uncertainties, whereas systematic uncertainties are
shown as shaded boxes. Systematic uncertainties related to 〈TAA〉 are
not included. The measured distributions are compared with theory pre-
dictions calculated with theCT14 NLOPDF set as well as with EPPS16

and nCTEQ15 nPDF sets. For the theory predictions, the error bars rep-
resent total uncertainties due to PDF uncertainties, scale variations and
αS variations. The lower panels show the ratios of predicted yields to
the measured ones, and the shaded band shows the sum in quadrature of
statistical and systematic uncertainties of the data. The points for theory
predictions are shifted horizontally for better visibility

include the isospin effect. The normalised production yields
forW± bosons do not change with 〈Npart〉 for mid-central and
central collisions represented by 〈Npart〉 values above 200. In
this range of centralities, the measured yields are in good
agreement with the predictions, while for mid-peripheral
and peripheral collisions corresponding to 〈Npart〉 < 200,
there is a slight excess of W± bosons in data in compari-
son with the theory predictions. The effect grows as 〈Npart〉
decreases. It is largest in the most peripheral bin and amounts

to 1.7 (0.8) standard deviations for W− (W+) boson produc-
tion. After combining the two bins with the lowest 〈Npart〉
values, the excess in measured normalised production yields
over the theory predictions is 1.7 (0.9) standard deviations for
W− (W+) bosons. It was checked whether the events from the
lowest 〈Npart〉 bin could be contaminated by a contribution
from photonuclear background. No significant enhancement
of events with asymmetric signals in the ZDC on either side
of ATLAS was seen.

123
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Fig. 2. Normalised Z boson yields measured in the muon and electron decay channels together with the combined yield as a function of (left) rapidity and (right) 〈Npart〉. 
Lower panels show the ratio of individual channels to the combined result. The error bars in the upper panels show the total uncertainty for muons and electrons and the 
statistical uncertainty for the combined data. In the lower panels, the error bars show the statistical uncertainty. The shaded band (left) and boxes (right) show the systematic 
uncertainty of the combined result in both panels. The width of each error box in the right panel corresponds to the systematic uncertainty of 〈Npart〉, scaled by a factor of 
three for clarity. The points corresponding to muon and electron decay channels are shifted horizontally in each panel relative to the bin centre.

Fig. 3. The upper panels show the rapidity dependence of (left) the normalised Z boson yields and (right) of the RAA compared with theoretical predictions. The lower panels 
show the ratio of the theoretical predictions to the data. The expected contribution of the isospin effect to the RAA is shown in the upper-right panel by the dashed line. The 
error bars on the data points indicate the statistical uncertainties and the shaded boxes show the systematic uncertainties. The error bars on predictions show the theoretical 
uncertainty. The points corresponding to nuclear PDF predictions are shifted horizontally relative to the bin centre for clarity.

panels of the figure is quantified as χ2/Ndof = 1.7/5 as a function 
of rapidity and χ2/Ndof = 21.6/14 as a function of centrality.

The measured Z boson yields are compared with theoretical 
predictions obtained using a modified version of DYNNLO 1.5 [53,
54] optimised for fast computations. The calculation is performed 
at O (αS) in QCD and at leading order in the EW theory, with 
parameters set according to the Gµ scheme [55]. The input pa-
rameters (the Fermi constant GF, the masses and widths of W and 
Z bosons, and the CKM matrix elements) are taken from Ref. [56]. 
The DYNNLO predictions are calculated using the free proton PDF 
set CT14 NLO [57] typically used to compare with the pp data and, 
additionally, the nuclear PDF sets nCTEQ15 NLO [58] and EPPS16 
NLO [59], which are averaged over each Pb nucleus. In addition, 
the parton-level NLO prediction from the MCFM code [60], in-
terfaced to the CT14 NLO PDF set, is calculated. This takes into 
account the isospin effect, due to different partonic compositions 
of protons and neutrons in the Pb nuclei, which is neglected in the 
DYNNLO calculations. The renormalisation and factorisation scales, 
respectively denoted by µr and µf , are set to the value of lep-
ton pair invariant mass. The uncertainties of these predictions are 
derived as follows. The effects of PDF uncertainties are evaluated 
from the variations corresponding to each NLO PDF set. Uncertain-
ties due to the scales are defined by the envelope of the variations 
obtained by changing µr and µf by a factor of two from their 

nominal values and imposing 0.5 ≤ µr/µf ≤ 2. The uncertainty in-
duced by the strong coupling constant is estimated by varying αS
by ±0.001 around the central value of αS(mZ ) = 0.118, following 
the prescription of Ref. [57]; the effect of these variations is es-
timated by comparing the CT14nlo_as_0117 and CT14nlo_as_0119 
PDF sets [57] to CT14 NLO. Imperfect knowledge of the proton PDF 
and the scale variations are the main contributions to the total 
theory uncertainties. In calculating the RAA predictions, only the 
nuclear PDF uncertainties contribute since the CT14 NLO uncer-
tainties cancel.

In Fig. 3 the normalised Z boson yield is compared between the 
combined measurement and the theoretical predictions calculated 
with the CT14, nCTEQ15 and EPPS16 NLO PDF sets, with uncer-
tainties assigned as previously described. All calculations lie 1–3σ
below the data in all rapidity intervals, integrated over event cen-
trality. Calculations using nuclear PDF sets deviate from the data 
more strongly than calculations based only on the CT14 NLO PDF 
set. A similar observation for the CT14 PDF was made in the pp
collision system [15] where systematic deviations from the mea-
sured values are observed for calculations made at the NNLO. 
When comparing the measured RAA with calculations, shown in 
the right panel of Fig. 3, residual deviations from the data are ob-
served. The trend observed in data is consistent with the isospin 
effect only, expected from the different valence quark content of 

EPJ C (2019) 79:935

https://arxiv.org/abs/2003.11856
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• Are nPDF actually (slightly) 
disfavored? 

• Rapidity distribution is fairly 
compatible, normalization is off

• Check integrated yield vs centrality 
and ask if there is “Shadowing in 
inelastic nucleon-nucleon cross 
section?” (arXiv:2003.11856)

• Take the yields rather than Glauber 
model as start, and fit for σNN

• (Does this hold up?)
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FIG. 3. The centrality-dependent nuclear modification ratios for W± and Z boson production in Pb+Pb collisions from ATLAS
[37, 38] compared to NNLO pQCD calculation with EPPS16 nuclear modification with the nominal value of �inel

nn = 70.0 mb
(left) and with the nuclear-suppressed value �inel

nn = 41.5 mb (right).

(close-to) minimum-bias collisions. The impact, however,
grows towards more peripheral centrality classes, see Ta-
ble I. To illustrate this, Fig. 3 compares the centrality
dependent Rexp

PbPb before and after rescaling the data by
hTAA(�inel

pp )i/hTAA(�inel
nn )i using the fitted �inel

nn . The left-
hand panels show the original ATLAS data including the
quoted hTAAi uncertainties, and in the right-hand panels
the data have been rescaled and the uncertainties follow
from the �inel

nn fit. The striking e↵ect is that the mysteri-
ous rise towards more peripheral collisions in the original
data becomes compatible with a negligible centrality de-
pendence, the central values indicating perhaps a mildly
decreasing trend towards peripheral bins. As discussed
e.g. in the ATLAS publications [37, 38], such a suppres-
sion could be expected from selection and geometrical
biases associated with the MC Glauber modeling [54].
Also other e↵ects such as possible centrality dependence
of �inel

nn and the neutron-skin e↵ect [55, 56] may become
relevant to explain the data behaviour in the far periph-
ery.

IV. MINIJETS WITH SHADOWING

To study the plausibility of the obtained suppression in
�inel
nn , we calculate its value in an eikonal model for minijet

production with nuclear shadowing. The model is based
on a similar setup as in Ref. [57] but in the eikonal func-
tion we include only the contribution from the hard mini-
jet cross section �jet(

p
snn, p0, [Q]), calculated at lead-

ing order in pQCD. The transverse-momentum cuto↵ p0
(which depends on

p
snn, scale choice Q and the pro-

ton thickness) and the width of the assumed Gaussian
proton thickness function we fix so that the model repro-
duces �inel

pp = 70 mb matching the COMPETE analysis
[58] at

p
s = 5.02 GeV. The free proton PDFs are here

CT14lo [59], and we take the nuclear PDF modifications
from the EPPS16 [43] and nCTEQ15 [60] analyses. The
results for �inel

nn , obtained with p0 and proton thickness
function width fixed to the the p+p case, are shown in
Fig. 4. The error bars are again from the nuclear PDFs
scaled to the 68% confidence level. As expected at the
few-GeV scales, the predicted �inel

nn depends strongly on
the factorization/renormalization scale Q, but within the

https://arxiv.org/abs/2003.11856


HP 2020, 2 June

Zvi Citron

Forward W and PbPb Centrality

25

• ALICE Forward W bosons show 
clean TAA scaling

ALI-PREL-352358
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• Z boson data shows clear 
‘suppression’ in peripheral events

• Consistent with HG-Pythia, but at 
odds with ATLAS data

Z boson in PbPb

Daniel Tapia Takaki Hard Probes 2020 – Austin, Texas June 1, 2020                6

CMS-PAS-19-003

No significant final-state modifications
Experimental uncertainties 
compatible with Glauber uncertainties

Austin Baty / Wed 11:50 

Non-flat centrality seems 
described by HG-PYTHIA (non-medium modification)

CMS-PAS-19-003
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• Z boson data shows clear 
‘suppression’ in peripheral events

• Consistent with HG-Pythia, but at 
odds with ATLAS data

• Photons look similar
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Figure 5: Nuclear modification factors RAA as a function of the photon E
g
T measured in the

0–10%, 10–30%, 30–50%, and 50–100% centrality ranges in PbPb. The symbols are placed at the
center of the bin. The vertical bars associated with symbols indicate the statistical uncertainties
and the horizontal bars reflect the bin width. The total systematic uncertainties without the
TAA uncertainty are shown as the colored boxes. The TAA uncertainty, common to all points for
a given centrality range, is indicated by the gray box centered at unity on the left side of each
panel. The 2.3% integrated luminosity uncertainty for pp data is shown as the brown box at
unity at the leftmost position.

with respect to scaled pp collisions is observed in the explored kinematic ranges at all colli-
sion centralities. Thus, isolated photons are not affected by the strongly interacting medium
produced in heavy ion collisions, and they can be a valuable tool to access the initial pT of the
associated parton in photon+jet events.

The data are compared with the next-to-leading order perturbative quantum chromodynamics
calculations using the generator JETPHOX with CT14 parton distribution functions (PDFs) for
pp data and EPPS16 and nCTEQ15 nuclear PDFs for PbPb data. The predictions are found to be
consistent with the cross sections for both pp and PbPb collisions. The current measurements
significantly improve the precision compared to the previous CMS results at

p
s

NN
= 2.76 TeV

and can be valuable inputs for global fits of nuclear PDFs.

Z boson in PbPb
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CMS-PAS-19-003

No significant final-state modifications
Experimental uncertainties 
compatible with Glauber uncertainties

Austin Baty / Wed 11:50 

Non-flat centrality seems 
described by HG-PYTHIA (non-medium modification)

arXiv:2003.12797

CMS-PAS-19-003
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So about those Zs…

Peripheral Yield/TAA Doesn’t Drop

• ATLAS Z data is supported by ATLAS W data
• x8 W± → e/μ

• ALICE W data
• x2, W±, but precision not as high

• àHG-Pythia model is not the whole story or is 
wrong

• [àSlight tick upwards impetus for shadowing in 
σNN]

Peripheral Yield/TAA Drops

• CMS Z data is supported by CMS photon 
measurement
• Only mild sensitivity in one 50-100% bin

• àStrong confirmation of HG-Pythia model

• [àPresumably disfavors shadowing in σNN]
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• There is clear tension between ATLAS and CMS Z bosons yields in peripheral PbPb collisions @5.02 TeV
• (It’s not easy to quantify brand new preliminary data in slightly different binning but) eyeballing it looks to 

be ≈ 3 sigma
• Each result is really two measurements e/μ
• Is this a Z boson issue or a centrality issue?
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Zvi Citron

Summary
• Electroweak probes are a crucial part of the field as:

• Intrinsically interesting probes
• Where does the di-electron excess come from and how does it map to the parameters we know?
• What can we say about the initial nuclear state from our EW boson measurements?
• Are there EM signatures of the QGP hiding in di-lepton pairs?

• Key to understanding other measurements
• Can we prove or even improve our understanding of collision geometery based on EW measurements?

• High-quality results from RHIC & LHC experiments are answering questions and 
raising new ones
• There seems to be a significant discrepancy between ATLAS and CMS on Z boson 

yields with implications for above questions
• Many great results that I didn’t get to:

• EW boson + jet – Control the parton scattering with EW selection
• Z tagged & photonuclear event v2 – Control the collision with EW selection
• Light by light scattering studies – QED (and BSM…) studies 

• [NA60+ hoping to make measurements @SPS in Run 4 …]
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