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But I want to learn about your geometry problems!



http://gdp.csail.mit.edu
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Computational Engineering, MIT-IBM Watson AI Lab, Toyota-CSAIL Joint Research Center



How do you embed domains into one another 
efficiently and with low distortion?

Claici et al. "Isometry-Aware Preconditioning for Mesh Parameterization." SGP 2017, London.
Li et al.  “OptCuts: Joint Optimization of Surface Cuts and Parameterization.”  SIGGRAPH Asia 2018, Tokyo.

Gehre et al.  “Interactive Curve Constrained Functional Maps.”  SGP 2018, Paris.



How can we tile a shape with simpler elements?
Solomon, Vaxman, and Bommes.  “Boundary Element Octahedral Fields in Volumes.”  TOG 2018.

Zhang et al.  “Spherical Harmonic Frames for Feature-Aligned Cross-Fields.”  Submitted.



How do we stabilize classical geometric measurements?

DeFord, Lavenant, Schutzman, and Solomon.
“Total Variation Isoperimetric Profiles.”  SIAM SIAGA, to appear.



(Deep) learning on geometric data

Meshes
Point clouds



“Bunny!”

“Ears!”

“Tail!”

Classification

Segmentation





https://towardsdatascience.com/the-w3h-of-alexnet-vggnet-resnet-and-inception-7baaaecccc96

AlexNet
Krizhevsky, Sutskever, & Hinton:

“ImageNet classification with deep convolutional neural networks”



Image-based learning
Shoehorn 

unit
3D data



http://paradise.caltech.edu/~yli/software/pceditor.html

Classification
Map point cloud to a label in ℝ𝒏

Segmentation
Map each point to a label in ℝ𝒏





 Point clouds are unordered and unstructured
 Cannot parameterize patches
 No convolution
 Need a means for points to interact





PointNet architecture

PointNet: Deep Learning on Point Sets for 3D Classification and Segmentation
Qi, Su, Mo, & Guibas; CVPR 2017



Learning on point clouds

ACM Transactions on Graphics
to appear

https://github.com/WangYueFt/dgcnn



 Order invariance
No natural order for list of points

 Captures global information
Combine information over entire shape

 Leverages local neighborhoods
Curvature, local features relevant

 Large receptive field
Some version of density independence



 Feature per edge
Concatenate two endpoints

 Feed-forward NN to transform
High-dimensional point per edge

 Symmetric aggregation
Back to center point



 Stack EdgeConv layers
 Recompute KNN before each layer
 Notion of “nearby” changes each layer









ICCV 2019, to appear



 Choose e.g. 1000 random points
 Match each to closest point on other scan
 Reject pairs with distance > k times median
 Minimize

 Iterate

“A method for registration of 3-D shapes.”
Besl and McKay, PAMI 1992.



Slide courtesy N. Mitra

Translation in xz plane
Rotation about y

Converges

Does not converge



DGCNN learns features

Choose closest points in feature space

Training data:  Synthetically rotated shape pairs
Features are self-supervised!







Input data:

Eulerian 
representation

Input data:

Lagrangian
representation



Alignment objectives are easy to 
evaluate from a distance field.

Closed-form distances for Bézier curves, implicit 
primitives, and Boolean representations.

Generalizes:
• Chamfer loss
• Global alignment
• Normal alignment





Interpolation



Self-Supervised Shape Abstraction



Image-based 3D abstraction

Extremely sparse 
representation





Learning from 3D data requires 
specialized, carefully-designed 

structures.
Many open problems!
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