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Figure 1: (top left) The LHCb VELO vacuum tank. The cut-away view allows the VELO
sensors, hybrids and module support on the left-hand side to be seen. (top right) A photograph of
one side of the VELO during assembly showing the silicon sensors and readout hybrids. (bottom)
Cross-section in the xz plane at y = 0 of the sensors and a view of the sensors in the xy plane.
The detector is shown in its closed position. R (�) sensors are shown with solid blue (dashed
red) lines. The modules at positive (negative) x are known as the left or A-side (right or C-side).

The VELO contains a series of silicon modules arranged along the beam direction,
see Fig. 1. A right-handed co-ordinate system is defined with z along the beam-axis into
the detector, y vertical and x horizontal. Cylindrical polar co-ordinates (r, ✓,�) are also
used. The region of the detector at positive (negative) z values is known as the forward
(backward) or downstream (upstream) end.

The sensors are positioned only 7mm from the LHC beams. This is smaller than the
aperture required by the LHC beam during injection. Hence, the detector is produced in
two retractable halves. There is a small overlap between the two detector halves when
closed. This aids alignment and ensures that full angular coverage is maintained. The
position of the VELO halves are moveable in x and y and the VELO is closed at the
beginning of each fill such that it is centred on the interaction region.

Approximately semi-circular silicon sensors are used. Each module contains one r and
one � coordinate measuring sensor, known as R and � sensors and shown schematically in
Fig. 2. The inter-strip pitch varies from approximately 40 to 100µm across the sensor. The
strips are read out from around the circumference of the sensor through the use of routing
lines on the sensor. The sensors are read out using the Beetle [9] analogue front-end ASIC,
operated with a 40MHz input event sampling rate. The signals are digitised and processed
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Figure 2: Layout of the TT, with the LHC beam pipe passing through an opening in the centre
of the detection layers. The four detection layers are labelled TTaX, TTaU, TTbV and TTbX.
The four di↵erent types of readout sectors employed in each of the detection layers are indicated
by di↵erent shading: readout sectors close to the beam pipe consist of a single silicon sensor,
other readout sectors consist of two, three or four silicon sensors that are connected together in
series.

that are 500 µm thick and have 512 strips with a pitch of 183 µm and a length of 96 mm.
The total silicon volume per sensor is 4512 mm3. The initial full depletion voltages of
the sensors were determined from measurements of the bulk capacitance as a function of
applied bias voltage and were found to range between 135 and 275V.

The TT consists of one detector box containing four detection layers arranged in two
pairs: the first two layers are centered around z = 232 cm, and the last two around
z = 262 cm. An ambient temperature of about 8�C is maintained inside the box. The
box is flushed with dry gas (N2) to avoid condensation on cold surfaces. Silicon sensors
within each detection layer are electronically grouped into readout sectors consisting of
one, two, three or four sensors, as illustrated in Fig. 2. All sensors within a readout sector
are connected in series to a front-end readout hybrid that carries four 128-channel Beetle
chips [2].

The Beetle front-end readout chip amplifies and shapes the signals from the readout
strips and samples the signal amplitude every 25 ns, corresponding to the LHC bunch-
crossing frequency of 40 MHz. The time o↵set between the LHC bunch clock and the
Beetle sampling time is an adjustable parameter. The output data of the Beetle chips are
multiplexed, digitised and transmitted optically to the LHCb TELL1 readout boards [3].
In the TELL1 boards, algorithms for common-mode subtraction, cluster finding and
zero-suppression are executed during normal data taking. It is, however, also possible to
store the raw sampled amplitudes from each input channel of the Beetle chip for o✏ine
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Figure 3: Left: evolution of the integrated luminosity for each year of LHC operation. Right:
expected 1-MeV neutron equivalent fluence per proton-proton collision, with the TTaU detection
layer overlaid. These results were obtained from a Fluka simulation of the LHCb detector,
assuming a proton-proton collision energy of 14 TeV.

analysis. This non-zero-suppressed readout mode is employed for the studies discussed in
this paper.

LHCb collected an integrated luminosity of about 3 fb�1 at proton-proton collision
energies of

p
s =7 and 8 TeV during Run 1 of the LHC (2010–2012), and

p
s = 3.7 fb�1

at 13 TeV in 2015–2017. About 2 fb�1 more are expected to be collected in the last year
of data taking during Run 2 (2018) at

p
s = 13 TeV. The evolution of the integrated

luminosity is shown in Fig. 3 (left) for each year of data taking. Expected particle fluences
at collision center-of-mass energies of

p
s = 7, 8 and 14 TeV have been derived from

simulation using Fluka [4], a general purpose tool for calculations of particle transport
and interactions with matter, and a detailed description of the geometry of the LHCb
experimental area [5,6]. Maps of the particle fluence at

p
s = 7 and 8 TeV are scored with

a resolution of [1, 1] cm, while the map at
p
s = 14 TeV is scored with a resolution of

[2.5, 2.5] cm and subsequently interpolated to obtain a map with a resolution of [1, 1] cm.
All maps are produced at a z-coordinate corresponding to the location of the TTaU
layer. The statistical uncertainty on the expected fluence is modeled as a power-law
function of the radial position from the beam pipe, a0 ⇥ (r/r0)↵, where a0 = 0.7⇥ 10�2

cm�2 , r0 = 1 cm, and ↵ = 0.918. The expected 1-MeV neutron equivalent fluence per
proton-proton collision at a center-of-mass energy of

p
s = 14 TeV at the location of

one of the detection layers of the TT is shown in Figure 3 (right). The highest expected
1-MeV neutron equivalent fluence, in the innermost region of the TT, corresponds to
about 1013 cm�2 per 1 fb�1 of integrated luminosity collected at a proton-proton collision
energy of

p
s = 14 TeV. Since particles are primarily produced in the forward direction,

the expected fluence falls o↵ by almost three orders of magnitude from the innermost to
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We have now (  ) passed 
 1015 1 MeV neq/cm2 !

�4Motivation

We have huge, irradiated detectors. 
Non-trivial work to connect with 

single module studies, but critically 
important for Run 3 and the HL-LHC.
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�7Fluence Monitoring
The most important quantity to measure is the fluence (F).

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TNS.2018.2824618, IEEE
Transactions on Nuclear Science

V. EFFECTIVE DEPLETION VOLTAGE 
 The bias voltage that is necessary to fully deplete each sensor 
is proportional to the effective doping concentration 𝑁𝑒𝑓𝑓  (the 
difference between the donor and acceptor concentration): 

𝑉 =
𝑒
2𝜀 |𝑁𝑒𝑓𝑓|𝑑2, (2) 

where d is the sensor thickness, e the elementary charge, 𝜀 the 
permittivity constant.   

After irradiation, the silicon dopant (phosphorus) may be 
captured by defects, losing its original function as donor or ac-
ceptor. In n-type sensors, the formation of vacancy-phosphorus 
defects causes the removal of donors, a lack of negative carri-
ers, and a decrease in the positive space charge. In addition, the 
ionized defects may emit electrons to the conduction band, be-
come positive acceptors, and form an additional negative space 
charge [7]. Operationally, a change in the space charge works 
like a change in a doping concentration; thus, it influences the 
carrier transport in the depleted layer. So, the bias voltage must 
be raised proportionally to the increase of the space charge to 
ensure that the charge deposited by the traversing particle is 
fully collected. 
 The depletion voltage of the VELO sensors was determined 
before the assembly of the whole detector by measuring the de-
pendency of the sensor capacitance on the voltage. At present, 
a different method has been implemented. A dedicated scan, 
whose aim is to verify whether the applied voltage is sufficient 
to full depletion and to determine the cluster finding efficiency, 
is performed. During the data-taking periods (5-6 times a year), 
special data are taken, and charge collection efficiency (CCE) 
scans are carried out [3]. A sensor under test has its bias voltage 
scanned from zero to the maximum predicted value and is ex-
cluded from the track-fit procedure. A particle track is extrapo-
lated to the test sensor using hits in the adjacent sensors which 
play the role of a telescope. The deposited charge is measured 
in the strips of the test sensor at the interpolated region. The 
Most Probable Value (MPV) of the ADC charge distribution is 
determined and plotted as a function of the increasing reverse 
voltage. When it reaches the plateau, it means that the sensor 

has become fully depleted. Thus, the effective depletion voltage 
(EDV) is established as the bias voltage that correspond to 80% 
of the maximum MPV obtained during a voltage scan. Having 
done such a scan regularly, one can monitor which sensor is 
fully depleted and adjust the voltage as necessary. An example 
of one of the Run I CCE scans is shown in Fig. 8.  
 In n-type sensors, the original space charge in the depleted 
region is positive; however, after irradiation, the contribution of 
acceptor-like defects is eventually higher than the positive 
space charge created by the donors. As a result, the electrical 

behavior of an n-type sensor changes towards a p-type and the 
EDV declines. This phenomenon (called type inversion) was 
expected in the VELO sensors and occurred in the n+-on-n sen-
sors at the fluence of the order of 1013 1MeV neq/cm2 [8]. After 
the type inversion, the detector acts as a p-type; 𝑁𝑒𝑓𝑓  and the 
effective depletion voltage rises linearly with the fluence. This 
behavior is clearly visible in Fig. 9; in the case of the n+-on-n 
sensors, EDV originally decreases and then, after type inver-
sion, goes up.  EDV of the two n+-on-p sensors rise proportion-
ally to the fluence, without type inversion, as predicted [3]. It is 
visible that this increase started at lower fluences than in n+-on-
n sensors and the rise is faster.  
 If a sensor is not fully depleted, the charge collection effi-
ciency is reduced; thus the reverse bias of a sensor must be risen 
to compensate for this effect. Before installation, a depletion 
voltage below 70 V was sufficient for full depletion; during Run 
I, the sensors were biased up to 150 V, whereas 250 V was ap-
plied in 2016 to the most-irradiated sensors close to the interac-
tion point. In 2017 the bias voltage was set to 300 V for all sen-
sors.  
The gradual increasing of the bias voltage according to the ob-
tained values from the CCE scans is necessarily to avoid oper-
ation in overdepletion region what may cause the smaller 
charge sharing and reduce the detector resolution.   
 The need to increase the voltage necessary for full depletion 
of the whole sensor has become a challenge for VELO in the 
ongoing Run II data-taking period. The LHCb delivered lumi-
nosity may exceed 9 fb-1 by the end of 2018. This means that 

 
 
Fig 8.  MPV curves for n-on-n and n-on-p type sensor as function of bias volt-
age, before and after irradiation. In case of n-bulk sensor, for a given MPV, 
the depletion voltage decreases after type-inversion. This effect is not ob-
served in p-bulk sensors, which are not type-inverted [3]. 

 
Fig. 9.  Change in EDV of VELO sensors with fluence. Different colors cor-
respond to sensor radius mentioned in inset. The two n+-on-p sensors (indi-
cated in rectangle) has the highest EDV value. Data was taken during the 
Run II data taking period, in the year 2017 and corresponds to the approxi-
mately 5.6 fb-1 of luminosity. 
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Reminder: Leakage current simulation and data 
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Reminder: Leakage current simulation and data 
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�10Comparing to Simulations
Caution:

Tuned to data, but still significant 
uncertainty (PDFs, MEs, frag., etc.)

Large (and largely unknown) 
uncertainties in many of these factors!

…due in part to the availability of monochromatic beams and uncertainty in converting to 1 MeV neq

Difference between FLUKA 
and G4 seems small

ATLAS Rad. Simulation Group

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/RadiationSimulationPublicResults
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Figure 7: Integrated charge as a function of the applied bias voltage for a central TT read-out
sector measured in the CCE scans from (a) April 2012 and (b) September 2017. The decrease of
Vdepl is clearly visible.
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Figure 8: Distributions for all analysed readout sectors of (a) the ratio r defined in Eq.7; (b) the
relative di↵erence between Vdepl and V 2011-07-04

depl as discussed in the main text; (c) the di↵erences
in Vdepl obtained from a fifth-order spline and from a linear interpolation. The solid black line in
(a) highlights the value of the average r.

analysed readout sectors is shown in Fig. 8(a). The values of r obtained for the di↵erent
readout sectors were then averaged to determine r.

The systematic uncertainty on Vdepl due to the choice of r was estimated by applying
the full method to the first CCE scan and comparing the values of Vdepl extracted from
the spline fits with r = 94% to the values V 2011-07-04

depl extracted from the initial C �V scans
and the Hamburg model. The residual distribution of Vdepl and V 2011-07-04

depl is shown in
Fig. 8(b); the spread of this distribution is taken as systematic uncertainty.

A second source of systematic uncertainty is the choice of a fifth-order spline to
interpolate the measurements. To estimate this uncertainty, the entire procedure was
repeated using a simple linear interpolation between consecutive measurements instead of
the spline fit. The distribution of the di↵erences in Vdepl obtained using the two types of
interpolation are shown in Fig. 8(c) for all analysed readout sectors; the spread of this

10

…also some use ADCs 
and some use charge

CERN-LHCb-DP-2018-003

https://arxiv.org/pdf/1809.05063.pdf


�12Fluence Monitoring: Leakage Current
ATLAS, CMS, LHCb have measured the 
leakage current for all silicon detectors.

It is interesting to study the current across 
time and as a function of z & radius.

6

Evolution and Comparison with leakage current models

)/ln()/exp()( *
00 tttt II ⋅−+−⋅= βαταα 54321

54321
τττττα
ttttt

eaeaeaeaeat
−−−−−

++++=)(

Hamburg model [2]                                            Sheffield-Harper model [3]

eqnleakage VtTI −⋅⋅= φα ),(

[1] eV211   , 11
2 10

2

1

0

1

0 .exp =¸
¸
¹

·
¨
¨
©

§
¸̧
¹

·
¨̈
©

§
−−¸̧

¹

·
¨̈
©

§
= gen

B

gen E
TTk

E
T
T

I
I

Leakage current of barrel module was normalized to 
0oC using its hybrid temperature with δT of -3.7oC.  
Layer averages were taken. Endcaps are still under 
study (due to uncertainties in sensor temperature).  

[1] A Chilingarov, 2013 JINST 8 P10003, [2] M. Moll, Thesis, Universität Hamburg (1999)
[3] R. Harper, Thesis, Sheffield University (2001)

Note : Uncertainties of conversion factors (luminosity to NIEL flux) are not included. 
None of model parameters are adjusted. See backup for error details.

VELO

7

Radiation Effects at the LHC Experiments and impact on operation and performance 

ATLAS 
strips

LHCb
VELO

We now have ~8 years of data!

See T. Kondo's talk See V. Lima's talk

https://indico.cern.ch/event/695271/contributions/2964668/attachments/1637686/2613628/RadDamageWksp_20180423_Taka.pdf
https://indico.cern.ch/event/695271/contributions/2958675/attachments/1637589/2670249/lhcb_IV_radiationeffectsCERN_5.pdf


�13Leakage current across time

first layer (2.9 cm)

5.1 cm

8.9 cm

12.3 cm

So far, excellent stability 
across time, even with 
significant annealing.

Winter 
shutdown

new pixel 
detector installed

N.B. sectors separated in f not z

ATLAS-PIX-2018-008

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/PIX-2018-008/
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first layer (2.9 cm)

second layer (6.8 cm)

third layer (10.9 cm)

fourth layer (16.0 cm)

x 1.3

x 2.4

x 1.8

x 1.8

x (0.90 +/- 0.1)

x (1.4 +/- 0.1)

x (1.4 +/- 0.1)

x (1.4 +/- 0.1)

ATLAS
@ z = 0

CMS

3.3 cm

5.1 cm

8.9 cm

12.3 cm

Leakage current across radii

Overall, ATLAS and CMS 
observe a higher fluence 
in data than in simulation

with some weak evidence 
for radius dependence:

N.B. data > prediction … important 
to take note for safety factors ! 

data ~ sim. for innermost

data ~ 1.5 - 2.5 x sim. for other pixels

data ~ 1.0 - 1.2 x sim. for strips
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ATLAS-PIX-2017-005, ATLAS-PIX-2018-008
 = 13 TeVsLHC Run 2, 

�15Leakage current along z

ATLAS measurement indicates 
(much) stronger z-dependence 

in data than simulation.

3D sensors

…would be great to see 
confirmation from other 

measurements / experiments!

Sneak preview: we see qualitative agreement 
with the z-dependence of depletion voltage and 
charge collection efficiency.  Also studies on the 

simulation side to try to reproduce the trends.  
Stay tuned for Feb. workshop for details!

discrepancy seems to decrease 
with increasing radius.



�16Depletion voltage across time and r

J.Beyer, Depletion Voltage Simulation 17

Simulation
Results of IBL

01/01/2016 31/12/2016 31/12/2017
Date

0

50

100
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300

350

 [V
]

de
pl

V

ATLAS Pixel Preliminary
IBL depletion voltage

simulation

data bias voltage scan

23.04.18

• final fit leaves out the second point on 
purpose during the fit:
• operation in 2016 was different than 

usually
• want to focus on conditions like 

2017/2018 being more representative

• we are still trying to understand where the 
difference comes from
• increase of Vdepl in 2017 smaller than 

in 2016 per fb-1

• does the model start breaking due to 
high fluence? (double peak, ..)

• comparison of prediction for 2018 and 
data this year might help understanding 
the issue

80V

150V

350V

400V

Bias voltage:

William Barter (University of Manchester) 23/04/2018                             Slide 15LHCb Depletion Voltage Measurements

• Recent (November 2017) 
scan overlaid with Hamburg 
Model prediction :
• Fluences up to about 
3×10%& 1MeV neq/cm/

• Continue to see good 
agreement with Hamburg 
Model – can also use model to 
predict future evolution of 
EDV.

VELO – Depletion Voltages

Hamburg Model 

CMS pixels

Difficult to fit all data points - challenging for extrapolation! 

…do we need to modify the Hamburg model?
See W. Barter's talk

See J. Beyer's talk

https://indico.cern.ch/event/695271/contributions/2958676/attachments/1637634/2613706/DepletionVoltageMeasurements.pdf
https://indico.cern.ch/event/695271/contributions/2958674/attachments/1637640/2613544/beyer_depl_volt_ATLAS.pdf


So far, focus on operations…

…what about direct impact on physics analysis?



�18Impact on Physics and Performance

Introduction - Radiation Damage

2 Lorenzo Rossini -  INFN and Università di Milano - Trento Workshop

Leakage currents and depletion voltage have been monitored for a long time. 
Less work on studies of cluster and track properties.  
Different effects to account for:

• reduced hit detection efficiency 
clusters are entirely lost if all 
pixel below threshold


• reduced cluster size and worse 
resolution 

clusters are reduced in size if 
some pixel are below threshold

 Pixel charge subtraction [e]
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ATLAS Simulation Preliminary
 = 13 TeVs

Number of particles = 1
Number of rows > 1

ATL-PHYS-PUB-2015-052

Charge loss directly effects searches 
for new highly ionizing particles →

Introduction - Radiation Damage

3 Lorenzo Rossini -  INFN and Università di Milano - Trento Workshop

Tracking and pixel performance can directly impact physics analysis.
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ATLAS
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) = 10 ns,g~(τ, 0

1
χ∼q/q0

1
χ∼ g→g~

) = 100 GeV0

1
χ∼) = 1000 GeV, m(g~m(

Eur. Phys. J. C (2015) 75:407
• Some analysis directly use 

clusters properties and are 

directly affected


• Many more analyses that use 

tracking, in the future will also be 

effected.

Important to account for these effects and have correct predictions

We may be seeing a degradation 
in position resolution.

It is imperative that radiation 
damage effects are part of our full 

detector physics simulations!
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ATLAS-PIX-2018-002

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/PIX-2018-002/
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Inspired by 
Sherpa 1.1 paper

Spanning 10-20 m up to 1 m 
can take O(min/event)

Full detector physics simulations
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Inspired by 
Sherpa 1.1 paper

Hard-scatter
MadGraph 5 / aMC@NLO 

POWHEG-BOX

Fragmentation 
Pythia, Herwig, Sherpa

Material Interactions 
Geant 4

Digitization
Custom code

this is where rad. 
damage goes.

Full detector physics simulations



�21Current Run 2 (Si) Simulation
indico.cern.ch/event/695271

Sessions on: sensor measurements & simulations; 
radiation background simulation and benchmarking;             

effects on electronics/optoelectronics
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Energy 
Deposition
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Geant4 Geant4

Energy 
spreading

from Bichsel 
+ chunking

from 
Geant4

Uniform (space) + 
uniform/Gauss (E)

Radiation 
damage

E-field/ 
Lorentz angle uniform uniform N/A
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Diffusion

Noise

Einstein Einstein tuned

capacitive 
coupling + noise

capacitive 
coupling + noise

readout noise



�22Next Generation (Si) Simulation
indico.cern.ch/event/695271

Sessions on: sensor measurements & simulations; 
radiation background simulation and benchmarking;             

effects on electronics/optoelectronics
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Energy 
Deposition

Bichsel Model 
+ G4 (d-rays)

Pixelav  
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correction to G4)
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Energy 
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+ chunking

Uniform (space) + 
uniform/Gauss (E)

Radiation 
damage

E-field/ 
Lorentz angle

Diffusion

Noise

TCAD  
(Chiochia et al.)

TCAD 
(tuned to data) N/A

Einstein Einstein tuned

trapping + 
charge induction

charge & ‘diffusion’ 
corrections

capacitive 
coupling + noise

capacitive 
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readout noise
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trapping + 
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http://dx.doi.org/10.1016/j.nima.2006.05.199
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DRAFT

under the influence of the electric field, with a field- and temperature-dependent mobility. The number120

of fundamental charges per chunk is set to be small enough so that the over-estimation of fluctuations is121

negligible. A field- and temperature-dependent Lorentz angle is combined with the mobility to compute122

the time for a charge carrier to be collected (Sec. 3.4,3.5). This time is compared to a fluence-dependent123

trapping time (Sec. 3.6), the characteristic time a charge carrier will travel before it is trapped. If the drift124

time is longer than the trapping time, the chunk is declared trapped. The location of the chunk at the125

trapped position is calculated based on the starting position and trapping time (Sec. 3.4). Since moving126

charges induce a current in the collecting electrode, signal is induced on electrodes from trapped charges127

as well. This induced charge also applies to neighboring pixels, which contributes to charge sharing. The128

induced charge from trapped chunks is calculated from the initial and trapped positions using a weighting129

potential (Sec. 3.7). The sum of the collected and induced charge is then converted into a time over130

threshold (ToT) [26] that is used by cluster and track reconstruction tools.131
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Figure 2: A schematic diagram (left) and a flowchart (right) illustrating the components of the digitizer model
described in this article. Left: the blue line represents a MIP traversing the pixel sensor; groups of electrons and
holes are transported to the electrodes (one pair shown for illustration; in practice, there are many), under the
influence of electric and magnetic fields. Electrons or holes may be trapped before reaching the electrodes, but still
induce a charge on the primary and neighbor electrodes. Right: the digitizer takes advantage of pre-computation
to re-use as many calculations as possible. Various global inputs (fluence, annealing, etc.) are validating using
standalone studies based on particle production / transport codes as well as analytic models for the time-dependence
of defect states.

3.2. Luminosity to fluence132

The most important input to the radiation damage digitizer is the estimated NIEL. Section 2 introduced the133

baseline FLUKA simulation that is used to determine the conversion factor between integrated luminosity134

and fluence. This prediction yields a conversion of about 59.6 ⇥ 1011
neq/cm2/fb�1 for the IBL and135

29.2⇥1011
neq/cm2/fb�1 for the B-layer. In order to establish systematic uncertainties on these predictions,136

the fluence is converted into a prediction for the leakage current. The leakage current can be precisely137

measured and therefore provides a powerful constraint on the FLUKA simulation. For a time t at constant138

temperature T after an instantaneous irradiation with fluence �, the predicted leakage current is given139

by [9]:140

1st December 2017 – 10:48 5

(relies heavily on 
lookup tables)

Now part of official ATLAS simulation
(but currently off by default)

Core idea: Directly include radiation damage in 
charge deposition and digitization.

�23New ATLAS Pixel Simulation Details
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of fundamental charges per chunk is set to be small enough so that the over-estimation of fluctuations is121

negligible. A field- and temperature-dependent Lorentz angle is combined with the mobility to compute122

the time for a charge carrier to be collected (Sec. 3.4,3.5). This time is compared to a fluence-dependent123

trapping time (Sec. 3.6), the characteristic time a charge carrier will travel before it is trapped. If the drift124

time is longer than the trapping time, the chunk is declared trapped. The location of the chunk at the125

trapped position is calculated based on the starting position and trapping time (Sec. 3.4). Since moving126

charges induce a current in the collecting electrode, signal is induced on electrodes from trapped charges127

as well. This induced charge also applies to neighboring pixels, which contributes to charge sharing. The128

induced charge from trapped chunks is calculated from the initial and trapped positions using a weighting129

potential (Sec. 3.7). The sum of the collected and induced charge is then converted into a time over130

threshold (ToT) [26] that is used by cluster and track reconstruction tools.131
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Figure 2: A schematic diagram (left) and a flowchart (right) illustrating the components of the digitizer model
described in this article. Left: the blue line represents a MIP traversing the pixel sensor; groups of electrons and
holes are transported to the electrodes (one pair shown for illustration; in practice, there are many), under the
influence of electric and magnetic fields. Electrons or holes may be trapped before reaching the electrodes, but still
induce a charge on the primary and neighbor electrodes. Right: the digitizer takes advantage of pre-computation
to re-use as many calculations as possible. Various global inputs (fluence, annealing, etc.) are validating using
standalone studies based on particle production / transport codes as well as analytic models for the time-dependence
of defect states.

3.2. Luminosity to fluence132

The most important input to the radiation damage digitizer is the estimated NIEL. Section 2 introduced the133

baseline FLUKA simulation that is used to determine the conversion factor between integrated luminosity134

and fluence. This prediction yields a conversion of about 59.6 ⇥ 1011
neq/cm2/fb�1 for the IBL and135

29.2⇥1011
neq/cm2/fb�1 for the B-layer. In order to establish systematic uncertainties on these predictions,136

the fluence is converted into a prediction for the leakage current. The leakage current can be precisely137

measured and therefore provides a powerful constraint on the FLUKA simulation. For a time t at constant138

temperature T after an instantaneous irradiation with fluence �, the predicted leakage current is given139

by [9]:140

1st December 2017 – 10:48 5

(relies heavily on 
lookup tables)

Now part of official ATLAS simulation
(but currently off by default)

�24New ATLAS Pixel Simulation Details

(TCAD)



�25New CMS Pixel Simulation Details

 9

Pixelav in Production

  Pixelav
(detailed sim)

T, rH, F

Simulated Data:
- charge distribution
- size distributions
- shape probabilities
- Lorentz angle cals
  *clust size vs cot(a)
  *grazing angle
- extracted E-field 
   profiles

Calibrations:
- Standard Reco
  * Lorentz corrs
  * error estimates
- Template Reco
  *1D cluster shapes
  *error estimates
  *probability info
  *2D cluster shapes

Adjust these to match simulated 
data to measurements

   TCAD
model E-field
with 2-traps 

electronic 
response 
(6 params)

Measure
Ez vs z
profile

The TCAD+Pixelav simulations are tuned to measured distributions

• E-field profiles are extracted from data and compared with simulation 
✴ adjust TCAD sensor modelling to reproduce measured profiles 

• Cluster charge profiles are extracted from data and compared with 
simulation 
✴ adjust pixelav trapping parameters to model Q vs depth 

• Tuned simulations are used to calibrate the hit reconstruction 
✴ 1D cluster shapes for the “template algorithm” 
✴ Lorentz drift corrections for the “generic algorithm” 
✴ Error estimates for both algorithms 
✴ 2D cluster shapes for realistic CMSSW simulation re-weighting
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Fully simulated Φ=1.2x1015 neq/cm2 clust vs reweighted CMSSW-like clust

Pixelav
Clusters

Pixelav
Clusters

Reweight
CMSSW

Reweight
CMSSW

Different approach: 

instead of modifying 
primary simulation, 
perform detailed 

independent 
simulation and apply 

correction factors.

Core idea: Detailed standalone simulation used 
to apply corrections to simulation.
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Pixelav in Production

  Pixelav
(detailed sim)

T, rH, F

Simulated Data:
- charge distribution
- size distributions
- shape probabilities
- Lorentz angle cals
  *clust size vs cot(a)
  *grazing angle
- extracted E-field 
   profiles

Calibrations:
- Standard Reco
  * Lorentz corrs
  * error estimates
- Template Reco
  *1D cluster shapes
  *error estimates
  *probability info
  *2D cluster shapes

Adjust these to match simulated 
data to measurements

   TCAD
model E-field
with 2-traps 

electronic 
response 
(6 params)

Measure
Ez vs z
profile

The TCAD+Pixelav simulations are tuned to measured distributions

• E-field profiles are extracted from data and compared with simulation 
✴ adjust TCAD sensor modelling to reproduce measured profiles 

• Cluster charge profiles are extracted from data and compared with 
simulation 
✴ adjust pixelav trapping parameters to model Q vs depth 

• Tuned simulations are used to calibrate the hit reconstruction 
✴ 1D cluster shapes for the “template algorithm” 
✴ Lorentz drift corrections for the “generic algorithm” 
✴ Error estimates for both algorithms 
✴ 2D cluster shapes for realistic CMSSW simulation re-weighting
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Fully simulated Φ=1.2x1015 neq/cm2 clust vs reweighted CMSSW-like clust

Pixelav
Clusters

Pixelav
Clusters

Reweight
CMSSW

Reweight
CMSSW

Different approach: 

instead of modifying 
primary simulation, 
perform detailed 

independent 
simulation and apply 

correction factors.

See M. Swartz’s talk for more details.

https://indico.cern.ch/event/695271/contributions/2958709/attachments/1638829/2615839/CERN_Radiation_Damage_Workshop.pdf
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Tomasz Szumlak AGH-UST 9

Front end response (analogue signal)

Entry pnt

N pnts

Exit pnt

𝑞𝑁

𝑞1
𝑞2

� Diffusion simulation
� Use gaussian smearing to calculate 

collected charge on strips
� If simulating radiation damage the „normal” 

diffusion can be scaled
� Introduce capacitive coupling (strip x-

talk)
� Add noise taken from data
� If the spill-over is simulated repeat that 

whole procedure and use Beetle response 
tool to figure out the charge reminder

� Now we have front-end analogue signals 
(MCFE) that can be digitised 

Different than both ATLAS/
CMS: reduce charge and 
increase “diffusion length” 

to match data.

Tuned once/year.

Preliminary results look promising and 
validation with bigger simulations is ongoing.

Core idea: Modify standard charge propagation 
parameters to effectively model rad. damage.
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Tomasz Szumlak AGH-UST 9

Front end response (analogue signal)

Entry pnt

N pnts

Exit pnt

𝑞𝑁

𝑞1
𝑞2

� Diffusion simulation
� Use gaussian smearing to calculate 

collected charge on strips
� If simulating radiation damage the „normal” 

diffusion can be scaled
� Introduce capacitive coupling (strip x-

talk)
� Add noise taken from data
� If the spill-over is simulated repeat that 

whole procedure and use Beetle response 
tool to figure out the charge reminder

� Now we have front-end analogue signals 
(MCFE) that can be digitised 

Different than both ATLAS/
CMS: reduce charge and 
increase “diffusion length” 

to match data.

Tuned once/year.

Preliminary results look promising and 
validation with bigger simulations is ongoing.

See T. Szumlak's talk for more details.

https://indico.cern.ch/event/695271/contributions/2958708/attachments/1638751/2615709/LHCb_Sim_SiResponse_24042018.pdf


Bias Voltage Scan

7 Lorenzo Rossini -  INFN and Università di Milano - Pixel Week 

Using standalone simulation (see slides from Trento Workshop) to predict MPV of 
the fitted landau distribution of the ToT as a function of bias voltage for fixed fluence. 

Bias Voltage [V]
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 (end 2017)2/cmeq n14=6 10φStandalone Simulation: 

 (end 2018)2/cmeq n14=8.7 10φStandalone Simulation: 

ATLAS

Preliminary

IBL planar modules

• Both data and simulation charge 

to ToT are tuned at the same 

value 


• Good agreements in both shape 

and plateau position


• Correct Bias Voltage Working 

point to avoid under depletion 

End 2017

End 2018

We have probes which are sensitive to the 
detailed structure of the E-field.

 12

• Run 300157 was taken after 11.8 fb-1: ΦQ = 1.2x1014 cm-2 
✴ the neutron equivalent flux [0.6 hardness] Φeq = 0.72x1014 cm-2 
✴ the electric field is well described by our old model dj57a? 

‣ it was from a sensor that had been exposed to Φeq = 2x1014 cm-2
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The extracted electric field profile is distorted by focusing near the n+ 
implant and other systematic effects.  The good news is that we can 
simulate them [mostly]:

�29Validation with data

CMS pixels

Charge collection efficiency 
for “under-depleted” sensors.

Charge drift depth-dependence 
using long clusters. 

(invert mobility to get E-field)
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Drift vs depth [grazing angle technique] was developed by UniZ 
colleagues to calibrate the Lorentz angle 
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Lorentz Angle Calibration 

Read Out Chip (ROC) ROC

Local y (global -z) Local x (global f)

b aB
E

Accumulate the charge centroid [drift] vs depth for a sample of highly 
inclined tracks. The angle is the average Lorentz angle
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https://indico.cern.ch/event/695271/contributions/2958709/attachments/1638829/2615839/CERN_Radiation_Damage_Workshop.pdf
https://indico.cern.ch/event/695271/contributions/2958696/attachments/1638843/2615860/TalkRadDamATLAS.pdf
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Model Predictions and Data Comparison

8 Lorenzo Rossini -  INFN and Università di Milano - Radiation Damage Workshop

Charge Collection Efficiency as a function of Luminosity for IBL with 
data from Run 2 

• Using Trapping constant for electrons  
and holes:


βe = 4.5±1.0  10-16 cm2/ns

βh = 6.5±1.5  10-16 cm2/ns


• Simulation points error bars 

1  x: 15 % on fluence-to-luminosity 
conversion

2  y: radiation damage parameter 
variations 


• Data points error bars 

1  x: 2% on luminosity

2  y: ToT-charge calibration drift

Good agreement with data, but very large uncertainties 
Essential to understand what operational condition to use in the future

End 2016 End 2017

End 2018
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Compare the measured depth profile with the simulated profile

Trapping Measurement 
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The trapping rates for e and h are both too large!   
How much trapping do we expect for ΦQ = 1.2x1014 cm-2 ? 
In our test beam models, the trapping rates should scale as 
0.8Φeq = 0.48ΦQ = 0.6x1014 cm-2 ?

~ 1014 1 MeV neq/cm2

(data)

(simulation)

�30Validation with data

CMS pixels

We also have probes that are 
very sensitive to charge trapping.

MPV of the deposited charge, 
normalized to unity at zero fluence.
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Drift vs depth [grazing angle technique] was developed by UniZ 
colleagues to calibrate the Lorentz angle 
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Lorentz Angle Calibration 

Read Out Chip (ROC) ROC

Local y (global -z) Local x (global f)

b aB
E

Accumulate the charge centroid [drift] vs depth for a sample of highly 
inclined tracks. The angle is the average Lorentz angle
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Using long clusters again, look 
at the charge versus depth.
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https://indico.cern.ch/event/695271/contributions/2958696/attachments/1638843/2615860/TalkRadDamATLAS.pdf
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Charge Collection Efficiency as a function of Luminosity for IBL with 
data from Run 2 

• Using Trapping constant for electrons  
and holes:


βe = 4.5±1.0  10-16 cm2/ns

βh = 6.5±1.5  10-16 cm2/ns


• Simulation points error bars 

1  x: 15 % on fluence-to-luminosity 
conversion

2  y: radiation damage parameter 
variations 


• Data points error bars 

1  x: 2% on luminosity

2  y: ToT-charge calibration drift

Good agreement with data, but very large uncertainties 
Essential to understand what operational condition to use in the future

End 2016 End 2017

End 2018
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Compare the measured depth profile with the simulated profile

Trapping Measurement 
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The trapping rates for e and h are both too large!   
How much trapping do we expect for ΦQ = 1.2x1014 cm-2 ? 
In our test beam models, the trapping rates should scale as 
0.8Φeq = 0.48ΦQ = 0.6x1014 cm-2 ?

~ 1014 1 MeV neq/cm2

(data)
(simulation)

CMS pixels

Bias Voltage Scan

7 Lorenzo Rossini -  INFN and Università di Milano - Pixel Week 

Using standalone simulation (see slides from Trento Workshop) to predict MPV of 
the fitted landau distribution of the ToT as a function of bias voltage for fixed fluence. 
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• Both data and simulation charge 

to ToT are tuned at the same 

value 


• Good agreements in both shape 

and plateau position


• Correct Bias Voltage Working 

point to avoid under depletion 
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• Run 300157 was taken after 11.8 fb-1: ΦQ = 1.2x1014 cm-2 
✴ the neutron equivalent flux [0.6 hardness] Φeq = 0.72x1014 cm-2 
✴ the electric field is well described by our old model dj57a? 

‣ it was from a sensor that had been exposed to Φeq = 2x1014 cm-2
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The extracted electric field profile is distorted by focusing near the n+ 
implant and other systematic effects.  The good news is that we can 
simulate them [mostly]:

CMS pixels

�31Validation with data

ATLAS: Qualitative agreement in many cases, 
but uncertainties are large - need to profile!

CMS: E-field evolving faster than predicted; trapping 
rates evolving slower than expected (~60% fluence)

Future: use each other’s analyses (work ongoing!) 
… also, can we check z-dependence of fluence? 

more complicated as need to correct for angle effects, but possible!



�32Radiation and detector upgrades

This is not a talk about the HL-LHC, but I have to say that that 
everything discussed so far provides critical input for the future.

…and since this talk covers all major exp’s, I will say ALICE has an 
impressive Run 3 pixel upgrade where rad. effects are relevant.

)-Threshold (e
100 200 300 400 500

D
et

ec
tio

n 
Ef

fic
ie

nc
y 

(%
)

86

88

90

92

94

96

98

100

100 200 300 400 500

Fa
ke

-H
it 

R
at

e/
Pi

xe
l/E

ve
nt

12−10

11−10

10−10

9−10

8−10

7−10

6−10

5−10

4−10

Sensitivity Limit
10 Pixels masked

=-3VBB  @ VFake-hit RateEfficiency     
     W7-R10 Non Irradiated
     W7-R7 Non Irradiated
     W7-R17 TID Irradiated, 206 krad
     W7-R5 TID Irradiated, 205 krad
     W7-R38 TID Irradiated, 462 krad
     W7-R41 TID Irradiated, 509 krad
  3 / cmeq   W8-R5 NIEL, 1.7e+13 1MeV n
  3 / cmeq   W8-R7 NIEL, 1.7e+13 1MeV n

VBB=-3V
NIEL/TIDNIEL AND TID

• N-irradiation with a fluency of 

1.7*1013 1MeV neq/cm2 at JSI (SL)*

• Sensor characterisation in various 

test beams

• Excellent detector performance 

before and after irradiation over a 

wide range of operational settings

ALICE© | LHC Radiation Effects | April 23, 2018 | Hartmut HILLEMANNS, CERN 9*
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see H. Hillemanns' talk for details
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�33Grand Challenges for the Future

Progress toward a combination of TCAD + annealing

RD50 radiation damage model parameter set + uncertainty

…where I’d like to see progress by the next workshop(s):

Full study of z- and r-dependence of fluence

Full study of Si activation energy (simultaneous fit with fluence)

Impact on physics / analysis observables (e.g. flavor tagging)

Compare methods between ATLAS/CMS/LHCb
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DRAFT

under the influence of the electric field, with a field- and temperature-dependent mobility. The number120

of fundamental charges per chunk is set to be small enough so that the over-estimation of fluctuations is121

negligible. A field- and temperature-dependent Lorentz angle is combined with the mobility to compute122

the time for a charge carrier to be collected (Sec. 3.4,3.5). This time is compared to a fluence-dependent123

trapping time (Sec. 3.6), the characteristic time a charge carrier will travel before it is trapped. If the drift124

time is longer than the trapping time, the chunk is declared trapped. The location of the chunk at the125

trapped position is calculated based on the starting position and trapping time (Sec. 3.4). Since moving126

charges induce a current in the collecting electrode, signal is induced on electrodes from trapped charges127

as well. This induced charge also applies to neighboring pixels, which contributes to charge sharing. The128

induced charge from trapped chunks is calculated from the initial and trapped positions using a weighting129

potential (Sec. 3.7). The sum of the collected and induced charge is then converted into a time over130

threshold (ToT) [26] that is used by cluster and track reconstruction tools.131
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Figure 2: A schematic diagram (left) and a flowchart (right) illustrating the components of the digitizer model
described in this article. Left: the blue line represents a MIP traversing the pixel sensor; groups of electrons and
holes are transported to the electrodes (one pair shown for illustration; in practice, there are many), under the
influence of electric and magnetic fields. Electrons or holes may be trapped before reaching the electrodes, but still
induce a charge on the primary and neighbor electrodes. Right: the digitizer takes advantage of pre-computation
to re-use as many calculations as possible. Various global inputs (fluence, annealing, etc.) are validating using
standalone studies based on particle production / transport codes as well as analytic models for the time-dependence
of defect states.

3.2. Luminosity to fluence132

The most important input to the radiation damage digitizer is the estimated NIEL. Section 2 introduced the133

baseline FLUKA simulation that is used to determine the conversion factor between integrated luminosity134

and fluence. This prediction yields a conversion of about 59.6 ⇥ 1011
neq/cm2/fb�1 for the IBL and135

29.2⇥1011
neq/cm2/fb�1 for the B-layer. In order to establish systematic uncertainties on these predictions,136

the fluence is converted into a prediction for the leakage current. The leakage current can be precisely137

measured and therefore provides a powerful constraint on the FLUKA simulation. For a time t at constant138

temperature T after an instantaneous irradiation with fluence �, the predicted leakage current is given139

by [9]:140

1st December 2017 – 10:48 5

The current LHC detectors are a 
great laboratory for radiation damage 
effects and are in great need of input 

from the RD50 community!

Looking forward to the 
next gathering where there 

should be many 
interesting discussions 

with the full Run 2 dataset!



2nd workshop on radiation effects 
in the LHC experiments: impact on 

operation and performance

Sessions on: sensor measurements & simulations; 
radiation background simulation & benchmarking;             

effects on electronics/optoelectronics

indico.cern.ch/event/76919211-12 Feb 2019 at CERN:

a post run 2 review, with focus on 
inner detector systems

a post run 2 review, with focus on 
inner detector systems

indico.cern.ch/event/769192

Sessions on: sensor measurements & simulations; 
radiation background simulation & benchmarking;             

effects on electronics/optoelectronics

11-12 Feb 2019 at CERN:

Organising Committee: E.Butz (KIT), M.van Beuzekom (Nikhef), J.Buytaert (CERN), M.Bomben (LPNHE), P.Collins (CERN), I.Dawson (Sheffield), 
S.Mallows (KIT), M.Moll (CERN), A.Mucha (AGH UST), B.Nachman (LBNL), D.Robinson (Cambridge), A.Rozanov (CPPM-IN2P3-CNRS)

2nd workshop on radiation effects 
in the LHC experiments: impact on 

operation and performance
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