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e Summary of the C-RSG document

o report on 2018 usage of resources
e Work planned for LS2
e |nitial comments on Run-3
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Open software ATLAS

EXPERIMENT

e ATLAS software is now in a public repository
© CERN for the benefit of the ATLAS Collaboration

! GitLab unavailable for 5' around 19:00 tonight: http://cern.ch/go/Hwz6
ariAe athena
£2 atlas » £ athena > Repository
£ Project
B master athena |/ LICENSE Q  Find file Blame History Permalink
@ Repository
Files  AddLicense file. 3d7¢0604 G
" Edward Moyse authored 1 month ago
Commits
Branches
3 LICENSE 109 Bytes  © ® @ @ Edit WeblIDE
Tags

1 The software in this repository is released under the Apache 2.0 license, except where other licenses apply.
Contributors

e [acilitate collaboration with computing scientists Nightly builtfine Nighty buit aimost

fine from new
from old repository

e Developers can cite their code in the work and CV el
CERN x-mas break

e [Executed after Run-2 and before the Christmas break
to minimise disruption | prain MR

P

E:ijk:aeyde;fttr:r:gg: Monday:

o  General housekeeping and tidying up of repository
Rename old repo to atlas/athenaprivatel

Sunday 15:00: Created new atlas/athena from cleaned repository
Accept/reject last MR
Launch cleanup script
on a local clone

Friday followed

Cleanup script finished

Monday early morning \ ‘ .y
ke

Davide Costanzo, James Catmore LHCC meeting 26-Feb-2019



2018 data taking ATLAS

e [antastic year of operation for LHC an ATLAS
o 60 1fb-10of “Good for Physics” data
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e 103 paper submitted for publication on 2018
e 140 fb-1 of data to analyse
o Wil drive computing usage during LS2

Total Delivered: 65.0 fb
Total Recorded: 62.2 fb"
Good for Physics: 60.1 fb™'
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e Trigger rate vs month
e BLS menu extended in mid-July for
R(K*) measurement
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2018 in number of events

ATLAS

EXPERIMENT

Monte carlo simulation

MC16 Total number of events
processed in 2018 (billions)
Event Generation 16.0
Simulation (FullSim) 9.9
Simulation (FastSim) 7.6
DigiReco 21.7
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Data collected

Project Stream Events [M] Volume [TB]
calibration 81752 2418
datal8_13TeV -
physics 9832 9744
(pp)
other 121 134
calibration 7863 2312
data18_hi -
(Pb-Pb) physics 1245 1732
other 24 41
calibration 5821 65
data18_900GeV physics e -
(pp) other 0 0
datal8_cos all streams 356 167
other all streams 50516 375
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Summary of TierO operation in 2018 ATLAS

EXPERIMENT

[MB/5m]

Bicalibration Express BPhysics Heavy lon.

/Partial event stream

™M

2GB/sec

500K

fiobs] ' . |
BMCondor T0 MCondor grid MLSF T0 [LSF grid 20% Increase In May to
cope in case the 8b4e

20K scheme was used

TierO always fully used
10K

Apr Jun Aug Oct Dec
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Tier0: CPU vs <mu> ATLAS

e <mu> main parameter to estabilish
Variation of reconstruction wall time per event with <u> TierO size
2018 Tier-0 5 e TierO operating in single-thread
. mode
N e [Extrapolation to Run-3 points to a
o factor x2 increase

o® o BUT reconstruction will be
o’ retuned for higher <mu>
o* o We expect to need a factor
x1.5 to x1.7 increase

N
o
o

|

>
1‘

e Spill over of prompt processing to
grid used during HI run.

Wall-time/event, seconds

50 25 30 35 40 45 50 55
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Jobs running on the grid in 2018 ATLAS

EXPERIMENT

i i MC simulation Data processin
Running job slots IMC reconstruction [ Analygis g _
. Groljpproduction SCiner HLT farm used when not taking
All sites excluding special HPC 120k Tier-0 + Tier-1 data. In particular a boost during

the XMas break

80k
300k

Now offline for infrastructure work
at P1 (no cooling)

40k
200k

HPC allocations at Cori and Titan
used in 2018
(Note these are “weaker” nodes)

100k

Cloud
I Special cloud

E'Eéiia. HPC High level trigger farm

80k

40k

Feb Apr Jun Aug Oct Dec
Feb Apr Jun Aug Oct Dec
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CPU usage at Tier1s and Tier2s ATLAS

Tier0: 496 kHS06 used vs 410 kHS06 pledged

°
e Tier1: 950 kHS06 used vs 952 kHS06 pledged
e Tier2: 1667 kHS06 used vs 1105 kHS06 pledged
e HLT farm: 235 kHS06 used (mostly for simulation)
Tier 1 CPU Consumption (Wall clock time) - 2018 Tier 2 CPU Consumption (Wall clock time) - 2018
1250 550
1000 1600
() 750 S 1200
2 0 < 800
5 3
250 400
0 0
0 ¢ @ pet g g W W0 g ot (ot o 20 ¢ W pet g W 0 W0 R o (ot e
B Tlused @ T1Pledged B "2Used @ T2Pledged
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CPU usage distribution

ATLAS

EXPERIMENT

e CPU usage dominated by MC Simulation, MC reconstruction and event generation
e Full Geant4 simulation runs on multiple resources

e Event generation time scrutinised for the MC workshop last November
o several improvements identified

Wall clock consumption per workflow Millions of events per resource (full simulation)

@ MC simulation @ MC reconstruction @ MC event generation
@ Analysis @ Group production @ Data processing
® Other

® Grid @ HPC @ Cloud @ Special HPC @ Special cloud
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Disk usage in 2018 ATLAS

Disks are fully occupied

Space mostly used by analysis formats (AOD and DAQOD) directly accessed by users
Disk usage scrutinised by a Resource Management team

Looking forward to 2019 pledges being delivered - mc16 running during LS2

T1+T2 disk occupancy by project (PB) T1+4T2 disk occupancy by data type (PB)

120 mc16_13TeV 120

datal7_13TeV

80 80

data16_13TeV

2 mc15_13TeV data18_13TeV 408

e S ———————
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Volume of data processed and tranferred

ATLAS

EXPERIMENT

Data volumes processed per week by project, PB
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Volume (B) per week

sdashoc Transfer Volume
2018-01-01 00:00 to 2019-01-01 00:00 UTC
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Tape usage in 2018 ATLAS

EXPERIMENT

Tape occupancy at Tier-1 sites by project (PB)
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Plans for LS2
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ATLAS

EXPERIMENT

Planning for LS2

e Data reprocessing planned for specialised cases
o eg BPhysics and Light State stream for a fraction of 2019, Heavy lon
e Full reprocessing of 2017-18 data under discussion

(@)

physics

Monte Carlo simulation planning

No compelling reason at present. 2017 reprocessing and 2018 TierQ reconstruction are good for

2019
Legend:
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
\'}
Sherpa 3.0 release ) S i“"“tx V+jets validation + full production )
. prep ttbar
. Alternative V+jets
Alternative V+jets (UNLOPS/FxFx) developments )I (UNLOPS/FxFx) ) v
Incl PH Z extensions for SM (4 x data) Updated PH setup ) LSl iz jets
low-stat
Sh226 x Nal x 2.26 M3ox
w/ EWK ttbar | ttbar? / Sherpa
r==—=—=—-"=-=—"==========-====== \ — M
I Top NLO+PS tuning and WbWb QT / WWhbb QT finalised XWWbb }Wbb ttbar? h ttbar? J |PH/Py
PUBnote VBS/ I_VBS_I \ MG/P
confi VBF IVEF / New dibosons :)
New > b-filt > > MG/H7 }
Diiet Dijet ) Dijet ) o Multijet
hi >
Group requests ) Fa.
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Long Shutdown 2 (LS2) Software plans ATLAS

EXPERIMENT

e Updates software release plan.
o Linked with Trigger milestones
o More emphasis on validation

e Still understaffed. But we are seeing a reaction from the collaboration
o Actively seeking new effort. A list of missing tasks was circulated to the collaboration

U |

s Few e/gamma, Jet & Concurrent data access W Algorithms and their tools

=] Muon chains HLT demonstrated. Firstintegration with ~ Primary only, run-2 menu in migrated (reentrant or clone-

= workflow fully integrated  online system. Tested in online athenaMT (single thread). able), tested in online partition,
into scheduler partition (single thread) multiple threads

Replace callbacks by
Finish migrationto ~ conditions algorithms | Remove Remove m)Tmpliant Large-scale validation and final
DataHandles Start integration of public tools incidents, DataQuality bug-fixes and optimisation
ACTS into Athena local caches Monitoring

NSW prototype reconstruction
running 2nd physics validation
comparing r22 & r21

OFFLINE

AlgTools const-correct)

Services fully thread safe "1 BT e { s s
. physics validation of r22 Finish ACTS migration
mﬁtl;eam converters thread-  agains r21 (and r22 gect) Start physics validation of r22M"
Simulation validation r21 / r22
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Software deliverables for Run-3 and Run-4

LAS

EXPERIMENT

Analysis software deliverables

AMSG 3 recommendations implemented
leading to at least 30% disk savings

Review of EDM and possible simplifications

Simulation deliverables

FastCaloSimV2 fully validated and ready for
production

FastChain complete and ready for production

Multi-threaded simulation production-ready

Conditions / databases deliverables

MT-compliant in-file metadata

PyCOOL and AMI fully compliant with
Python 3

Oracle services compliant with new licencing
regime

COOL-REST prototype ready for production
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Run 3 physics

CRITICAL
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Run 3 physics
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development
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EXPEDIENT
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development
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CRITICAL

CRITICAL

Reconstruction deliverables

Release 22 fully validated and performant
in single threaded mode (AthenaMP)

Integration of New Small Wheels

Integration of new tracking software
(ACTS)

Release 22 able to run in multi-threaded
mode (AthenaMT)

Common software deliverables

Offline software fully Python 3 compliant

Configuration mechanism overhauled

New geometry framework ready for
integration for Run-4

AthenaMT performance optimised
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Run 3 physics

CRITICAL

CRITICAL

EXPEDIENT

EXPEDIENT

Run 3 physics

EXPEDIENT

CRITICAL

Not relevant

EXPEDIENT
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development
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Progress towards multi-threading

Without MT

With MT
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Detector geometry &
cross-section tables

Transient per event

MEMORY SPACE

AVAILABLE CORES

N v
ki Y

Active cores
MEMORY SPACE

Unused cores

AVAILAE

Y

Active cores

data (tracks, hits, etc.)
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ATLAS

EXPERIMENT

Simulation with Geant4MT
operational

o Technical issues being sorted
Parts of the reconstruction
workflows now work in MT

o Goal to expand the test suite
validation in H2 of 2019

Tracking migration team

o Evolving towards ACTS
o  Closely monitored



CPU, Disk, Tape for Run-3 ATLAS

EXPERIMENT

e CPU: We aim to produce 50% of our simulation using Fast Calo Sim v2
o Faster simulation means faster turnaround time for MC samples
o MC statistics was an issue at the beginning of Run-2
o  ATLAS will be more agile to changes in generators, simulation, etc
o  Overall more MC will be produced
e Disk: ongoing analysis model for Run-3 study group
o Disk growth is a concern (as highlighted by the C-RSG)
o  We aim to reduce our disk footprint for Run-3
o Preliminary recommendation to the collaboration in February. Final report in June
m  Move towards DAOD_PHYS and DAOD_PHYSLITE
e Tape: No issues in Run-2
o  About 75% of our tape storage used. Will catch up towards the end of 2020
o Reprocessing of MC and data running from tape
o  We will request more tape in 2021
e Resources expectations
o Below flat-budget in 2019, No increase in 2020
o  We expect to return to flat budget increases in Run-3
Eg (2021 resources) ~ 1.5x (2018 resources)
o 2021 is a commissioning year, increase could be over 2021/22.
o  Still plan for a rich physics programme in 2021!
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