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Oracle Autonomous Technologies

CERN openlab Technical Workshop 23-24/01/2019

Self-Driving – Automates all 

database and infrastructure 

managment, monitoring, tuning

Self-Securing – Protects from

attacks

Self-Repairing – Minimizes or 

eliminates downtimes including

planned maintenance 

Reduce Costs

Risks

Focus on Innovation
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Oracle Autonomous Technologies 

and ML
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Infrastructure Management

Detection and recovery

offailed/sick server 

storage orswitch/link

Operations

Hang Management 

Anomaly Detection

Maintenance Slot Identification

Bug Identification and 

Prioritization

Workload Optimizations

Query Optimizer

Real-time statistics

Automatic Indexing
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Oracle Autonomous Technologies
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Autonomous Data Warehouse

(ADW)

Columnar

Data Summaries

Memory speeds Joins, Aggs, etc

Real-time Statistics

Autonomous Transaction Processing

(ATP)

Row format

Indexes

Memory for Caching to avoid IO

Real-time Statistics
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ADW – CERN Industrial IoT (SCADA) 
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Improve performance of most challenging data retrieval and analytics scenario

- Trends

- Events

- Alarms 

- Historical event

PSEN schema - the first step

- 750GB of SCADA data about Electrical Network        

- Contains IOT partitioned tables

- One big IOT partitioned table of  620G
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ADW – CERN Industrial IoT (SCADA) 
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Create the instance
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ADW – CERN Industrial IoT (SCADA) 
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Create the instance (CLI)
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ADW – CERN Industrial IoT (SCADA) 
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That is required to upload data pump export files
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ADW – CERN Industrial IoT (SCADA) 
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Moving Data to ADWC

ADW principles: data is imported in its simplest form:
No indexes
No partitions
No IOTs
No materialized views
. . .

Data pump allows the needed transformations
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ADW – CERN Industrial IoT (SCADA) 
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Moving Data to ADWC

Export Data
exclude=index, cluster, indextype, materialized_view, materialized_view_log, materialized_zonemap, db_link

data_options=group_partition_table_data
parallel=n
schemas=schema_name
dumpfile=export%u.dmp

Upload data to Object Storage

oci os object bulk-upload --bucket-name PSEN BUCKET 1 -- src-dir /mnt/oci/ - part-size 64 --parallel-upload-count 10

Import Data into ADW
- Parallel set to the number of CPUs you have

- Partitioned tables are converted to non-partitioned 

- All segment attributes are ignored         

- IOTs are converted to regular tables         

- PK and unique indexes renamed to constraint name        

- Same exclusion as during export
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ADW – CERN Industrial IoT (SCADA) 
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Moving Data to ADWC

Import Data

Parallelism

Importing Issues
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ADW – CERN Industrial IoT (SCADA) 
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Moving Data to ADWC

Import Data

Where are my logs?
Alert logs
Trace files
Data pump logs
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ADW Insights
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Comparison ADW and on-premise:

- Different Schemas

- IoT Tables – Compressed Tables + PK Index

- Executions plans changed a lot

- Very specific use case

- But that is real-life

Missing Statistics (after data pump import):

- We gather them again

- Due to no use recommended parameters

High compression:

- Hybrid Columnar Compression (HCC) reduces tables size by a factor of 10

- Full scans are smaller!
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ADW Insights
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Indexes:

- Default scenario is not use indexes on ADW

-HCC reduces full scans workloads

- Exadata Smart Scan -

- Storage Indexes

Seamless provisioning and fully elastic

- CPU and storage can be adjusted online, at anytime in few seconds!

- So you can start with few resources and grow only if needed

Optimization:

- Automatic and transparent access to Oracle optimization features
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Autonomous Next Steps
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Deeper analysis on performance and scale data volumes

- Indexes

- HCC

- Exadata Smart Scan -

- Storage Indexes

Oracle Autonomous Transaction Processing

Oracle Autonomous Analytics Cloud Services:
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Machine Learning and Oracle Cloud 

Infrastructure (OCI)
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The goal of the project is to deploy Physics Data processing and Machine learning 

on cloud resources, notably using CERN cloud and Oracle Cloud Infrastructure 

(OCI)

Data reduction from CMS Big Data project performing 

event selection and dimuon invariant mass calculations on 

1 PB of data read from EOS

An event classifier ML pipeline “Topology classification 

with deep learning to improve real-time event selection at 

the LHC”

(https://arxiv.org/abs/1807.00083)

First Use cases
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Machine Learning and Oracle Cloud 

Infrastructure (OCI)
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Scale rapidly from prototype

Share a cluster regardless of where it is 

deployed and of the chosen software stack

Fully featured environment, allows users to 

focus on analysis rather than data engineering 

and work collaboratively



18

QUESTIONS?

Manuel.Martin.Marquez@cern.ch

CERN openlab Technical Workshop 23-24/01/2019


