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• CMS Phase-II Upgrades: Trigger/DAQ
• Phase-2 L1 ML opportunities
• Streaming Inference @ L1
• Preliminary Plan of Work and Opportunities with Real 

Data
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SUMMARY
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New Tracker 
• Rad. tolerant - increased 

granularity - lighter
• 40 MHz selective readout 

(Pt≥2 GeV) in Outer 
Tracker for Level-1Trigger

• Extended coverage to  η ≃
3.8

Muon systems
• New DT & CSC FE/BE 

electronics
• Complete RPC coverage 
1.5 < η < 2.4
• Muon tagging  2.4 < η < 3

New Endcap
Calorimeters 
• Rad. tolerant - extreme 

transverse and 
longitudinal 
segmentation -
intrinsic precise 
timing capability 

Barrel EM&HAD calorimeter 
• New FE/BE electronics
• Full granularity to L1 Trigger

CMS Upgrades for Phase-II

Trigger/HLT/DAQ
• Track information in 

Trigger (hardware)
• Trigger latency 12.5 

µs L1 output rate 750 
kHz

• HLT output 7.5 kHz 
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About 50k 
point-to-
point 
bidirectional 
10 Gbps 
optical links 
(lpGBT) on-
to-off-
detector 
with varying 
fractions 
devoted to 
trigger data
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Machine and Experiment

140 (200) baseline 
(ultimate) PU with 
~1.2 PU/mm
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250 (>300) fb-1/y and 3 (4) ab-1 of total 
integrated luminosity
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Overview
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High Granularity Endcap Calorimeter
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HGCal Sensors and Baseline Trigger Primitives
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“Small-cell” wafer 264
X-Y coordinates

Bitmap raster apt for
Algorithmic manipulation 
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HGCal Trigger Primitives with a CNN
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“Small-cell” wafer 264
X-Y coordinates

Bitmap raster apt for
Algorithmic manipulation 

• Particles going through HGCAL will produce 
showers of secondary particles that will be 
detected as 4D images (5D including timing)
• Convolutional Neural Networks (CNNs) can 
be applied to HGCAL Trigger Primitives to 

• Classify showers
• Give best estimate of energy
• Reconstruct shower axis

• First Challenge: hexagonal symmetry (in 
general CNN implementations assume a square 
lattice) 



CNN for HGCal
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First attempts: EM shower 
classification
Fixed size x-y grid: for each layer
• Adjust grid pace such that at most one 

trigger cell falls in each grid cell
• Center grid around best-matching 2d-

cluster
This is obviously unrealistic

• 20x20 matrix of tc_energy for each of the 
first 29 layers (EE)

Simple 3d- CNN fed with 20x20x29x1deep
Same technique for classification and energy 
estimation

Can be used for position offset ? 
Vertex estimator ?

Non-converting photon vs electron

Classifier
(blue=photon)

Plan of Work
1. Use unsupervised clustering algorithms, optimized to arrange the 
recorded particle hits into candidate particle showers 

2. Use supervised algorithms to accomplish tasks such as particle identification and energy measurement on 
the clustered showers

Denoising techniques could also be investigated to mitigate the effect of pileup 
3. Optimize the network architecture not only with respect to accuracy, but also to execution time 

The final target is to implement the CNN-based particle reconstruction both in the online and offline phases of the 
data reconstruction, on standard CPU as well as on dedicated hardware architectures, such as the FPGAs for the 
L1 trigger or GPUs in the HLT 



Summary: areas of interest
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CE
TPG CB

TPG

Classification
Regression

Extrapolation
Correlation

Image Recognition
CNN, Classification
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40 MHz Scouting
FPGAs
GPU
HPC low-latency
Interconnects

Real Time indexing of features
Analysis by query

40 MHz Scouting for Phase-2

X XX
750 7.5
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Controller PC

R720 (host)

10 GE 
nic

uGMT SCOUTING 
BLOCK SCHEME

GMT
(MP7)

KTU1500
(SCOUT)

8 x optical
80 Gb/s

Programmer 
Cable (USB)

R720

40 GE 
nic

10/40 GE switch

IB nic

IB FDR switch

LUSTRE

10 GE optical
100 MB/s

scoutdaq-s1d12-39-01

scoutsrv-s1d12-38-01

sw-eth-c2e18-07-01

8 TB/24 hour beam day
~one 8 GB file every 1.5 minutes 
in pp @2E34

RAM

500 MB/s

RAM
disk

RAID
8TB



Controller PC

R720 (host)

10 GE 
nic

POSSIBLE APPLICATION OF 
Micron Hardware and SDK

GMT
(MP7)

8 x optical
80 Gb/s

Programmer 
Cable (USB)

10/40 GE switch

10 GE optical
100 MB/s

scoutdaq-s1d12-39-01

scoutsrv-s1d12-38-01

sw-eth-c2e18-07-01

RAM

500 MB/s

• Implement extrapolation 
inference using pico SDK

• Extend implementation to
other estimators

• Horizon: run on real data
in Run 3 (2021)

Run-3 L1 SCOUTING



Phase 1
• Identify and study in detail suitable cases that lend themselves to a ML approach 

• Use the configuration for the Phase-2 upgrade of the CMS experiment
• Team with groups working on ML approach for HGCAL, Barrel Calorimeter, Correlator (PF)
• Goal: identify at least one case study for functionality tests

• Generate and use simulated data to test different ML approaches for the identification of physical features in 
data from a particular subsystem of CMS 

• Collaborate to the design and training of different types of NN compatible with the Micron co-processor 
• Goal: prepare test data for benchmark

• At the same time:
• Familiarize with pico SDK
• Simple tests with hardware

• Benchmark: measure performance of the trained NN, both in terms of physical accuracy and execution time, 
using Micron hardware

• Goal: attain desired physics performance while minimizing execution time
• Not yet with specific L1 input format/interface

Phase 2
• Setup test with point-to-point links (specific FW)

• Possibly using “scouting” test case
• Optimization of performance for the main use case from Phase 1

• Identify and reject ”redundant” data, if any
• Identify optimisations of the network in view of meeting the latency requirements 

• Goal: demonstrate performance in realistic conditions both for physics and latency
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Preliminary plan of work (phases 1 and 2)
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