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Activities of ATLAS-LHCf joint analysis

Members of this working group  
Menjo and Ohashi (LHCf) 
Leszek Adamczyk (ATLAS) 

Meetings  
Weekly meeting of the working group (Wed.) 
Face-to-face meeting at CERN, 25 and 26 Oct.  

Analysis targets   
Analysis with photon data  
Measurement of diffractive contribution on the very forward 
photon spectrum  
Next target is with “neutron data” 
Similar analysis with photon  
+ Central track distributions with forward neutron tagging.    
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Reminder about the photon analysis
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Purpose: 
 “Measurement of contributions of diffractive processes 
  to the forward photon production” 
ATLAS-LHCf Conf.Note: ATLAS-CONF-2017-075 

Forward photon differential cross-section  
with the event selection by Ntracks=0  
by the ATLAS inner trackers (|η|<2.5, pT > 100 MeV) 

Two main goals

1. Measurement of forward photon spectra  
    with the Nch = 0 selection (= SD + DD) 
  → Mostly achieved in the conf. note 
  → Some updates after the note, (Ccτ, LHCf-Arm2)

2. Measurement of the forward photon production   
    cross-section in low-mass SD(DD) collisions  
    with log10ξ < -5.0  
  → Main update after the note.  
  → SD(DD) fraction measurement by using MBTS
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Fig. 10 Efficiency (top) and purity (bottom) of diffraction selection
for the VF (0 < pT < 0.2 GeV) π0 pz spectra obtained by using the
central-veto technique
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Fig. 11 LHCf detection efficiency as a function of log10 ξX , which is
simulated by four MC simulation samples. The trigger conditions for
LHCf detectors at

√
s = 13 TeV are Eγ > 200 GeV and Eh > 500

GeV. Only the SD (pp → pX ) component is used for this calculation

VF detectors can enhance detection efficiency, especially for
low-mass processes.

According to QGSJET-II-04 simulation predictions, most
of the events survived from the central-veto selection are
from the low-mass diffraction as shown in Fig. 12. In par-
ticular, all the low-mass diffractive events at log10(ξx ) <

−5.5 detected by VF detector survived from the central-
veto selection, whereas all the high-mass diffractive events at
log10(ξx ) > −4 were excluded. In the other word, the filled
histogram in Figs. 7 and 9 are mostly derived from the low-
mass diffractive processes at log10(ξx ) < −5.5. Therefore,
the common experiment using VF and central detectors can
provide a chance to verify the results of low-mass diffrac-
tion reported by TOTEM [10] and impose a constraint on
the treatment of low-mass diffraction implemented in MC
simulation models through VF neutral particle spectra.
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Fig. 12 SD (pp → pX ; blue) cross section as a function of log10 ξX
predicted by using QGSJET-II-04 MC samples. This is compared with
the SD cross section after applying the central-veto selection (red)

6 Conclusion

We studied the nondiffractive and diffractive contributions
to VF particle production using MC predictions in p–p
collisions at

√
s = 13 TeV. For the forward photon and

π0 energy spectra, PYTHIA8212DL predicts the largest
diffractive contributions at high energies. In the cases of
neutron differential cross sections at high energies, EPOS-
LHC and PYTHIA8212DL are dominated by diffraction at
|η| > 10.94 while QGSJET-II-04 and SIYBLL2.3 are dom-
inated by nondiffraction.

The identification of diffraction based on the rapidity
gap technique has been investigated. We studied the per-
formance of an effective selection criterion for diffractive
events (central-veto selection): “There are no charged par-
ticles (Ntrack = 0) in the kinematic range |η| < 2.5 and
pT > 100 MeV”. Such a selection has ≈100% purity,
independent of particle type, energy, and interaction model
whereas selection efficiency increases from ∼30 to 70% with
increasing energy. The surviving events from central-veto
selection are mostly low-mass diffraction events in the phase
space of log10(ξx ) < −5.5. This indicates that the combined
experiment can purify the detection of low-mass diffraction.
Such mass range was not accessible by the experiments using
the changed particle tracker.

Clearly, nondiffraction and diffraction have different con-
tributions in the VF regions, while hadronic interaction mod-
els also exhibit big differences among each other. The rapid-
ity gap measurement (central-veto technique) using central
information is an effective way to identify diffractive events
and classify the forward productions to nondiffraction and
diffraction. Furthermore, using the observed events, it is
capable of both constraining the differential cross sections
(dσ/dE , dσ/dη) of low-mass diffraction and helping to
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Current status of the analysis
Updated the result including the LHCf-Arm2 data. 

For keeping the consistency with the publish LHCf standalone result for 
inclusive photon spectra and for increasing the statistics.  

Measurement of the SD(DD) fraction.  
This measurement done by ATLAS-MBTS data.  
Changed to the method by using the response function (explain later.). It is 
only a matter of description.     
Details will be presented by Ohashi.  

To-do list 
Additional studies or explanation about MH correction or treatment.  
Complete the analysis note. It expected around the end of this year.  
Final checks of the systematic uncertainties, especially, in the SD fraction 
measurement.  
Consistency checks with increasing pT threshold of the charged track 
detection from 100 MeV to 400 MeV.
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Fiducial region definition and MH issue
Definition of photon  

All photons directly produced in the pp collisions or from subsequent decays of 
directly produced particles with cτ < 1 cm (140 m in the conf-note) 

Fiducial region of this measurement   
Photons with energies of > 200 GeV and produced in η > 10.94 and 8.81 < η < 
8.99 are measured.   
In cases of multi-photons production per event, all photos produced in the region 
are counted independently.   

In this analysis, 
- We select events only with exactly one photon in a “calorimeter” (single hit events). 
- The multi-hit (MH) events are rejected because of poor resolution of energy sharing between 
  photons, or between a photon and a neutron. 
  → In this measurement, we also count these photons by using MC predictions  
     (corresponding a MC-based correction CMH)  
      because of complex geometrical effect of the LHCf calorimeters.  
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Single-photon event Multi-hit(MH) events

γ1

γ2The calorimeter shape
The analysis region
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The contribution of a) γ1,γ2, b) and 
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Method for Nch=0 spectra measurement
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A and B.251

The selected LHCf events were classified based on the number of charged particle tracks Ntracks252

reconstructed by ATLAS. Tracks with pT > 100 MeV in the ATLAS inner tracker acceptance |⌘| < 2.5,253

at least one pixel hit, and the transverse impact parameter, d0, calculated with respect to the LHC beam254

line smaller than 1.5 mm were selected.255

Figure 7 shows the Ntracks distribution of the events in which LHCf-Arm1 detected a photon with256

the energy over 200 GeV. The black points show the experimental results. Both red and blue lines show257

the MC predictions calculated from the MC folded samples. In the MC distributions, we used only258

the events in which at least one photon with the energy over 200 GeV was generated within the LHCf-259

Arm1 acceptance. The blue lines correspond the Ntracks distributions with considering the track detection260

e�ciency shown in Fig. 4. These MC results were normalized by the area to have the same number of261

entries as one of the data. The red lines indicate the contribution from the di↵ractive events categorized262

by using flags in the event-generator outputs. The contribution of non-di↵ractive events at Ntracks = 0263

were less than 2%, which are mainly contamination of non-zero charged particle events in MC trues due264

to the ine�ciency of the track detection.265

Figure 8 shows the track multiplicity distribution for LHCf-Arm1 photon events as a function of266

pseudorapidity. The blue lines correspond to the distributions of the MC samples with considering the267

track detection e�ciency. These MC lines were normalized by the area to compare the shapes of the268

distributions between the data and MC.269

(Note: In Fig. 7 and Fig. 8, all photon events detected by the LHCf-Arm1 detector were used (Not only270

the events in Region A and B).)271

6.3 Corrections272

[To do: apply the correction of Cc⌧ and add the related description]273

The zero track events have contamination of non-zero charged particle events due to the ine�ciency274

of the track detection by the ATLAS inner tracker. The correction of such contamination on the photon275

energy spectrum, as well as the corrections relating to the background, the PID selection and the multi-276

hit rejection, was performed. The unfolded spectra for all photons N0all and for photons with no charged277

particle production with pT >100 MeV at |⌘| > 2.5, N0Nch=0 were obtained as278

N0all(Ei) = CMH
all (Ei) CPID

all (Ei) Nw/o sel.(Ei) (1 � Rbkg,1) (1)
N0Nch�1(Ei) = CTrack(Ei) CMH

Ntracks�1(Ei) CPID
Ntracks�1(Ei) NNtracks�1 (1 � Rbkg,2) (2)

N0Nch=0(Ei) = N0all(Ei) � N0Nch�1(Ei) (3)

where Nw/o sel.(Ei) and NNtracks�1(Ei) are the number of the events without the selection by Ntracks and with279

the selection by Ntracks � 1 in the i-th energy bin, CMH , CPID, Rbkg, and CTrack are the correction factors280

relating to the multi-hit event rejection, the PID selection, the background rejection, and the ine�ciency281

of the track detection, respectively. The correction factors related to the LHCf performance, CMH and282

CPID, are applied to both spectra Nw/o sel. and NNtracks�1. The correction factor CTrack and the background283

Rbkg,2 correspond to the event selection by ATLAS and they are applied only to the spectrum with the284

selection, NNtracks�1. Subtracting the spectrum with at least one charged particle production N0Nch�1 from285

the inclusive spectrum N0all, no-charged particle spectrum N0Nch=0 was obtained.286

CPID
w/o sel. and CPID

Ntracks�1 are for correcting ine�ciency of photons and contamination of hadrons. They287

are between 0.9 and 1.1, which were obtained by the template fitting of the L90% distributions. CMH was288

introduced to recover the photon flux reduced by the multi-hit rejection and to correct the contamination289

of multi-hit due to the mis-reconstruction as single-hit. Figure 9 shows the multi-hit correction factors,290

which was derived from a MC study of the LHCf full detector simulation with pp event generations291

Uall(Ei,rec, Ei,true)
replace to
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Updates from the conference note.
• Include LHCf-Arm2 data.　→ Combine Arm1 and Arm2 results. 
• Additional corrections related to “cτ=1cm” and φ selection  
• Introducing the unfolding of spectrum to have a consistency with LHCf analysis. 
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Combining Arm1 + Arm2 

7

Combine method:

#RUN
44300 44350 44400 44450

R
ec

on
st

ru
ct

ed
 p

i0
 m

as
s 

(n
or

m
al

iz
ed

)

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

Figure 4.32: Time vatiation of the measured ⇡

0 mass peaks reconstructed by photon
pairs. The horizontal range shown in the plot correspond to the LHCf runs used in
this photon analysis.

4.6 Forward photon spectra and comparison with

MC predictions

4.6.1 Combining the photon spectra

Before comparing the unfolded photon spectra with the MC predictions, we combine

the Arm1 spectra with those of Arm2 which are analyzed independently. By compar-

ing both of the spectra, they show good agreement within the estimated systematic

errors as shown in Fig. 4.34. The di↵erence of the two spectra is 10% level at max-

imum except for very-high energy region. We combine those of spectra taking into

account the associated systematic uncertainties and their correlations. We follow the

spectrum-combine method studied in the previous works [39]. The Arm1 and Arm2

spectra have been combined following the “pull-method”[61] and the combined spec-

tra have been accordingly obtained by minimizing the value of the chi-square function

defined as�
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where the index i represents the energy bin number running from 1 to the total

number of bins, n, Nmeasured

a,i

and N

combined

i

are the number of events of measured

and combined spectra, respectively, and �

a,i

is the uncertainty of the Arm-a spectra

calculated by quadratically adding the statistical uncertainties. The S

a,i

denotes the
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systematic uncertainty term. The four systematic uncertainties for energy scale, PID
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Arm1 and Arm2 detectors. Arm1-Arm2 correlated uncertainties, multi-hit correction

and luminosity are quadratically added to the combined spectra. Coe�cients ✏
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The ratio of Arm1 and Arm2 to the combined spectra are shown in Fig. 4.35.

The obtained minimum chi-squares over degree of freedom are 1.61 and 1.65, and

corresponding probabilities are 0.03 and 0.04 for ⌘ > 10.94 and 8.99 > ⌘ > 8.81,

respectively. There is a systematic di↵erence between Arm1 and Arm2 in ⌘ > 10.94

below 4000 GeV, but still, they are consistent within the estimated uncertainty. It is

expected to be originated from the one or some of the systematic e↵ect.

4.6.2 Comparison with the predictions of the hadronic inter-

action models

Figure 4.36 shows the obtained inclusive photon energy spectra at ⌘ > 10.94 and

8.99 > ⌘ > 8.81 and the corresponding model predictions. Predictions of each model

have been generated with use of Cosmic Ray Monte Carlo package (CRMC) [62]. In

this study, QGSJETII-04 [25], EPOS-LHC [24], SIBYLL2.3 [32], DPMJET3.06 [27],

and PYTHIA8.212 [28] are compared to the LHCf results. 108 inelastic collisions are

generated for each interaction model. Statistic errors of MC predictions are enough

smaller than the systematic uncertainty of the measured results.

In ⌘ > 10.94, the prediction of DPMJET3.06 and SIBYLL2.3 are overestima-

tion and underestimation, respectively, and they are clearly inconsistent with the

experimental result, Especially, the spectral shape predicted by DPMJET3.06 is too

much hard above the mid-energy region. A similar spectral shape is seen also for

PYTHIA8.212, while its photon yield shows good agreement, better than 20%, below

3000 GeV. A particular increase of photon yield of PYTHIA8.212 above 3000 GeV is

associated with the di↵ractive events of which fraction exceeds the other contribution

unlike the other models [63]. Although we do not separate the di↵ractive and the
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fja: systematic shift (systematic uncertainty) 
   (Only Arm1-2 uncorrelated uncertainties are considerd. 
    energy scale, PID, beam center and MH performance) 
eja : coefficients for each shift
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Combined results (Nch=0 spectra)
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Consistency check with the LHCf paper result.
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Why not perfect ? 
•   Slightly different data sample (This work ~ 98% of LHCf paper) 
•   Effect of the unfolding of spectra (iterative Bayesian method).

stat. errors



Summary table of correction factors
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Method Available MC datasets Comments

CPIDall,CPIDNtrack>=1 Data driven - From template fitting of PID 
estimator distributions

CMHall,CMHNtrack>=1
MC driven  

(LHCf full detector MC) EPOS-LHC,QGSEJETII-04

CTrack MC driven 
(Generator MC)

EPOS-LHC, QGSEJETII-04, 
SIBYLL2.3, PYTHIA 8.212DL

Response function as ATLAS 
inner tracker efficiency was 
applied

Rbkg,1 Data driven -
Beam-gas collision 
background estimated from 
non-colliding bunch events

Rbkg,2
MC driven 

(ATLAS full detector MC) PYTHIA, EPOS-LHC

L given - Integral luminosity

CGeometry given - Related to the fiducial area 
selection of Δφ=180° or 20°

Ccτall, CcτNch=0
 MC driven  

(Generator+propagation in the 
beam pipe)

EPOS-LHC, QGSEJETII-04, 
SIBYLL2.3, PYTHIA 8.212DL

Estimation of long-life 
particle contribution like 
keons. 140 m fly of 
generated particles.  

CSD Data+MC driven 
(Modified generator MC by data)

EPOS-LHC, QGSEJETII-04, 
SIBYLL2.3, PYTHIA 8.212DL

By modified MCs by 
parameter X.

Clog10ξ MC driven 
(Generator MC)

EPOS-LHC, QGSEJETII-04, 
SIBYLL2.3, PYTHIA 8.212DL Nch=0 → log10|ξ| < -5



Correction: cτ < 140 m → cτ < 1cm
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beam	pipe	correction	
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π0→2γ

K0→2π0→4γ

1 cm140 m

Photon productions from  
decays of long-life particles like K,Λ 

MC simulation was performed with a generator  
and propagation of particles in the beam pipe.
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Fig. 10 Efficiency (top) and purity (bottom) of diffraction selection
for the VF (0 < pT < 0.2 GeV) π0 pz spectra obtained by using the
central-veto technique
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Fig. 11 LHCf detection efficiency as a function of log10 ξX , which is
simulated by four MC simulation samples. The trigger conditions for
LHCf detectors at

√
s = 13 TeV are Eγ > 200 GeV and Eh > 500

GeV. Only the SD (pp → pX ) component is used for this calculation

VF detectors can enhance detection efficiency, especially for
low-mass processes.

According to QGSJET-II-04 simulation predictions, most
of the events survived from the central-veto selection are
from the low-mass diffraction as shown in Fig. 12. In par-
ticular, all the low-mass diffractive events at log10(ξx ) <

−5.5 detected by VF detector survived from the central-
veto selection, whereas all the high-mass diffractive events at
log10(ξx ) > −4 were excluded. In the other word, the filled
histogram in Figs. 7 and 9 are mostly derived from the low-
mass diffractive processes at log10(ξx ) < −5.5. Therefore,
the common experiment using VF and central detectors can
provide a chance to verify the results of low-mass diffrac-
tion reported by TOTEM [10] and impose a constraint on
the treatment of low-mass diffraction implemented in MC
simulation models through VF neutral particle spectra.
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Fig. 12 SD (pp → pX ; blue) cross section as a function of log10 ξX
predicted by using QGSJET-II-04 MC samples. This is compared with
the SD cross section after applying the central-veto selection (red)

6 Conclusion

We studied the nondiffractive and diffractive contributions
to VF particle production using MC predictions in p–p
collisions at

√
s = 13 TeV. For the forward photon and

π0 energy spectra, PYTHIA8212DL predicts the largest
diffractive contributions at high energies. In the cases of
neutron differential cross sections at high energies, EPOS-
LHC and PYTHIA8212DL are dominated by diffraction at
|η| > 10.94 while QGSJET-II-04 and SIYBLL2.3 are dom-
inated by nondiffraction.

The identification of diffraction based on the rapidity
gap technique has been investigated. We studied the per-
formance of an effective selection criterion for diffractive
events (central-veto selection): “There are no charged par-
ticles (Ntrack = 0) in the kinematic range |η| < 2.5 and
pT > 100 MeV”. Such a selection has ≈100% purity,
independent of particle type, energy, and interaction model
whereas selection efficiency increases from ∼30 to 70% with
increasing energy. The surviving events from central-veto
selection are mostly low-mass diffraction events in the phase
space of log10(ξx ) < −5.5. This indicates that the combined
experiment can purify the detection of low-mass diffraction.
Such mass range was not accessible by the experiments using
the changed particle tracker.

Clearly, nondiffraction and diffraction have different con-
tributions in the VF regions, while hadronic interaction mod-
els also exhibit big differences among each other. The rapid-
ity gap measurement (central-veto technique) using central
information is an effective way to identify diffractive events
and classify the forward productions to nondiffraction and
diffraction. Furthermore, using the observed events, it is
capable of both constraining the differential cross sections
(dσ/dE , dσ/dη) of low-mass diffraction and helping to
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Correction factor: the average of these four model results 
Systematic uncertainty: the discrepancies between the average and each model value (min,max)

TODO in the previous report in April:
✓ Increase the statistics : 107 pp collisions → 108 pp collisions 
✓Estimation of the systematic uncertainty

Done

Done
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Method of measurement of SD contribution:

Fraction of  
SD contribution  MC simulations

η > 10.94
• Little energy dependency, but   
• Large discrepancy among the models (0.4 - 0.9). 

     →A data driven method is needed  
        instead of the simple MC driven method.

Previous method:
Introducing X,Y parameters to modifying SD(DD) fraction in MC

η
15−10−5−051015

LHCf LHCf

ATLAS

M
B

TS

M
B

TSInner detector

Arm1 Arm2

MBTS
Arm1 side Arm2 side

γX,Y are calculated from samples with MBTS hits

Sample 1: Arm1 γ + Nch=0 + MBTSArm1 > 0 + MBTSArm2 =0 
　　→ Single diffractive enriched sample  
Sample 2: Arm1 γ + Nch=0 + MBTSArm2 > 0 
       → Double diffractive enriched sample.

NData
Sample1

NData
Sample2

=
N 0MC

Sample1

N 0MC
Sample2

NMC ! NMC0
= X NMC

SD + Y NMC
DD +NMC

ND



New method for SD fraction measurement
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⇣ NData
Nch=0,SD

NData
Nch=0,DD

⌘
= R�1

⇣ NData
Sample1

NData
Sample2

⌘

The basic idea of the new method is same as the previous method.  
We modified only the description of the method.  
→No difference of the results is expected. 
Method:

⇣ NMC
Sample1

NMC
Sample2

⌘
= R

⇣ NMC
Nch=0,SD

NMC
Nch=0,DD

⌘

⇣ NData
Nch=0,SD

NData
Nch=0,DD

⌘
= R�1

⇣ NData
Sample1

NData
Sample2 �NMC

BKG,ND

⌘

Measure the SD(DD) fractions from the event numbers of 
sample1,sample2 by applying a response matrix. 

Responce matrix 

Background subtraction  
(ND contributions) 

ND contributions (~1%)

with	data

6

LMN PYTHIA EPOSLHC QGSJET SIBYLL
Data 0.448 0.500 0.527 0.536

ND	subtraction:	method	2.

ND	subtraction:	method	1.

LMN PYTHIA EPOSLHC QGSJET SIBYLL
Data 0.450 0.500 0.531 0.518

Results: The SD fraction 
MC model used  
for response matrix and  
the ND contribution estimation

NData
Nch=0,SD/NData

Nch=0,ALL

Estimation of systematic uncertainties are on-going 
    (MBTS efficiency, LHCf detector response, ND contributions.)

NMC
Nch=0,ND
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Note) The systematic uncertainties  
          are not finalized yet.
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Discussion in the ATLAS softQCD meeting 

We had a presentation in the ATLAS soft-QCD meeting on 13 
Nov. and got many comments mainly related to MH issues. 
Comments  

Treatment of systematic uncertainties in combining spectra of 
Arm1,2. 

• Correlated and uncorrelated contribution were well 
separated ? For example, the systematic uncertainties 
related to the MH detection algorithm. (Different detector but 
the method is mostly common. How much the 
contribution ?) 

• How were the systematic uncertainties evaluated ? 
Especially, that for the MH performance ? 

Related to Fiducial definition (See the next page) 
• How about the single photon spectrum instead of inclusive 

spectrum ? (or add such spectrum measurement ?)   
16



Discussion about the fiducial definition
ATLAS prefers to do “base-ine” measurement: 
no (if possible) interpolation, extrapolation and corrections based on models.  
MH correction is fully model-driven and induces a large systematic uncertainty.
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Figure 9: The multi-hit correction factor CMH . The correction factors calculated from the QGSJET-II-04
samples were used for the final results. The factors from EPOS-LHC were used for the estimation of the
systematic uncertainty.

by the QGSJET-II-04 model and EPOS-LHC. At the higher energy than 1.5 TeV at Region A and 1292

TeV at Region B, photon pairs from high energy ⇡0 decays are dominant in the multi-hit events. The293

fraction of multi-hit events becomes higher and higher with increasing the ⇡0 energy because the impact294

points of photon pairs on the LHCf detector become closer. Therefore the correction factor increases295

with increasing the photon energy. The factors obtained from QGSJET-II-04 were used for the final296

results. The factors obtained from EPOS-LHC were used for the study of systematic uncertainties. The297

correction factor for Ntracks � 1 samples, CMH
Ntracks�1(Ei), was obtained from the MC samples applied to298

the event selection Ntracks � 1 and they are only ±3% di↵erent from CMH
all (Ei).299

The main background in the LHCf measurement is from interactions between proton beams and the300

residual gas in the beam pipe. The background was estimated by using the events associating to non-301

colliding bunches at IP1. The estimated background ratio Rbkg,1 is 0.005 and 0.009 for Region A and B,302

respectively. Because no track detection is expected in beam-gas background events, the background was303

subtracted only from the data set of Nw/o sel.. Additional source of background, Rbkg,2, are pp collision304

events with Nch = 0 and Ntracks � 1. There are three sources of such background: migration of tracks305

from outside fiducial region (pT > 100 MeV and |⌘| < 2.5), secondary tracks produced in interactions with306

dead material in front and inside ATLAS tracker, and decay products of late decays. The background307

Rbkg,2, the contamination of Nch = 0 events in Ntracks � 1, was estimated by using the full ATLAS308

detector simulation of non-elastic PYTHIA 8 samples listed in Table 1. Figure 10 shows the results of309

the simulation study, Rbkg,2 = NMC
Nch=0&Ntracks�1/N

MC
Ntracks�1. The estimated background fraction, Rbkg,2, was310

below 0.006.311

CTrack(Ei) was obtained by a MC study using a MC data set with and without considering the track312

detection e�ciency of ATLAS. In this study, the MC events generated by EPOS-LHC was used because it313

shows the best agreement of the ⌘ distribution with the data in the models shown in Fig. 8. CTrack(Ei) was314

calculated as CTrack(Ei) = NNch�1(Ei)/NNtracks�1(Ei). Figure 11 show the correction factor calculated for315

the four interaction models. The maximum deviation from EPOS-LHC was assigned to the systematic316

uncertainty of CTrack.317
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Fig. 2. Systematic uncertainties of the photon production cross-section in the Arm1 (top) and Arm2 (bottom) analyses. The left and right panels correspond to the results of 
the two analysis regions. The colored and dashed lines indicate the estimated systematic uncertainties after normalization with the mean values of the experimental data. 
The black line indicates the total systematic uncertainties calculated as quadratic summations of all the uncertainties.

between the beam tests and operation. The error was about 1.9%. 
The contribution to the error from the LPM effect was estimated 
as 0.7% by comparing the detector responses upon activation and 
inactivation of the LPM effect in the detector simulation. The total 
energy-scale error, estimated from the quadratic summation of all 
contributions, was ±3.4% for Arm1 and ±2.7% for Arm2. The sys-
tematic uncertainty of the cross-section was estimated by shifting 
the energy scale within the errors.

5.2. Beam-center stability

The beam center, an important parameter for defining analy-
sis regions, was calculated from the measured hit-map distribu-
tion of the hadronic shower events, which were selected such that 
L90% > L90%,thr . The fluctuations between subsequent data subsets 
were found to be of the order of 0.3 mm, which is greater than 
the statistical uncertainty of the mean beam-center measurements 
that used all the data in the Fill. The systematic uncertainty as-
sociated with the beam-center determination was estimated by 
artificially moving the beam-center position by ±0.3 mm on the 
x- and y-axes. The measured cross-section with the shifted beam-
center positions was compared to the original cross-section and 
the variation was deemed to be the systematic uncertainty.

5.3. PID

The contribution from the uncertainty on the fit of the L90% dis-
tributions was negligible with respect to the statistical error of the 
cross-section. The systematic uncertainty associated with the PID 
correction was estimated instead by changing the criterion for the 
choice of L90%,thr to discriminate between photons and hadrons, as 
discussed above. Instead of choosing L90%,thr to obtain a 90% pho-
ton selection efficiency, PID selection and correction were also per-
formed using the threshold values that produced photon-selection 
efficiencies of 85% and 95%. The 85%–95% limits were chosen in or-
der to maintain the ‘efficiency × purity’ product above 75% in the 
full energy range. We compared the measured cross-section after 
correction and determined the systematic uncertainty from the rel-
ative deviation from the original cross-section.

5.4. Multi-hit identification efficiency

The correction factors attributable to the ‘multi-hit perfor-
mance’ were obtained from the MC simulation. Thus, we tested 
the consistency of the multi-hit identification efficiencies exhibited 
by the data and the MC simulation by using the artificial multi-
hit event sets, as previously described in Sec. 4.2. The systematic 

An example of their proposal is   
  “single photon in the region A,B (η cut,φ cut) at 140m”  
  without no other particle in the calorimeter geometry  
=> This is an experimental biased measurement  
     but no MC-based correction is needed (CMH, Ccτ) 
We need to answer about it.  
Accept this proposal or explain about the difficulties of this measurement.  



Other to-do
Update of the analysis note. (End of year) 
Finalize systematic uncertainties (This month) 

For SD(DD) fraction measurement.  

Evaluation of this analysis  
Consistency check with changing pT threshold for 
charged track detection from 0.1 GeV to 0.4 GeV. 
Comparisons of the multiplicity and pseudorapidity 
distributions of charged tracks with modified MC’s by 
the measured SD(DD) fractions. 

18



Next target of this joint analysis 
Neutron analysis with ATLAS data. 

Diffractive contribution on the forward neutron analysis 
(Repeating the analysis with “neutron”) 
ATLAS track distribution (central activities)  
with forward neutron tagging.  

• η distribution, Ncharge distribution, <pT> distribution  

• ATLAS is going to publish such measurement with proton 
tagging by Roman-Pots  

Measurement of p-π+ cross-section  

19
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Summary
We added the Arm2 data to this joint-analysis 
and finalized the Nch=0 spectra. However we 
need to consider about the fiducial definition of 
the measurement (MH treatment) again.    
The SD fraction method was updated introducing 
the response matrix instead of a method with 
X,Y modification parameters in MC.  
We are updating the analysis note in parallel to 
the finalization of systematic uncertainties and 
additional tests for evaluations of this analysis.
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Backup



SD fraction in MC
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Analysis method for spectrum
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A and B.251

The selected LHCf events were classified based on the number of charged particle tracks Ntracks252

reconstructed by ATLAS. Tracks with pT > 100 MeV in the ATLAS inner tracker acceptance |⌘| < 2.5,253

at least one pixel hit, and the transverse impact parameter, d0, calculated with respect to the LHC beam254

line smaller than 1.5 mm were selected.255

Figure 7 shows the Ntracks distribution of the events in which LHCf-Arm1 detected a photon with256

the energy over 200 GeV. The black points show the experimental results. Both red and blue lines show257

the MC predictions calculated from the MC folded samples. In the MC distributions, we used only258

the events in which at least one photon with the energy over 200 GeV was generated within the LHCf-259

Arm1 acceptance. The blue lines correspond the Ntracks distributions with considering the track detection260

e�ciency shown in Fig. 4. These MC results were normalized by the area to have the same number of261

entries as one of the data. The red lines indicate the contribution from the di↵ractive events categorized262

by using flags in the event-generator outputs. The contribution of non-di↵ractive events at Ntracks = 0263

were less than 2%, which are mainly contamination of non-zero charged particle events in MC trues due264

to the ine�ciency of the track detection.265

Figure 8 shows the track multiplicity distribution for LHCf-Arm1 photon events as a function of266

pseudorapidity. The blue lines correspond to the distributions of the MC samples with considering the267

track detection e�ciency. These MC lines were normalized by the area to compare the shapes of the268

distributions between the data and MC.269

(Note: In Fig. 7 and Fig. 8, all photon events detected by the LHCf-Arm1 detector were used (Not only270

the events in Region A and B).)271

6.3 Corrections272

[To do: apply the correction of Cc⌧ and add the related description]273

The zero track events have contamination of non-zero charged particle events due to the ine�ciency274

of the track detection by the ATLAS inner tracker. The correction of such contamination on the photon275

energy spectrum, as well as the corrections relating to the background, the PID selection and the multi-276

hit rejection, was performed. The unfolded spectra for all photons N0all and for photons with no charged277

particle production with pT >100 MeV at |⌘| > 2.5, N0Nch=0 were obtained as278

N0all(Ei) = CMH
all (Ei) CPID

all (Ei) Nw/o sel.(Ei) (1 � Rbkg,1) (1)
N0Nch�1(Ei) = CTrack(Ei) CMH

Ntracks�1(Ei) CPID
Ntracks�1(Ei) NNtracks�1 (1 � Rbkg,2) (2)

N0Nch=0(Ei) = N0all(Ei) � N0Nch�1(Ei) (3)

where Nw/o sel.(Ei) and NNtracks�1(Ei) are the number of the events without the selection by Ntracks and with279

the selection by Ntracks � 1 in the i-th energy bin, CMH , CPID, Rbkg, and CTrack are the correction factors280

relating to the multi-hit event rejection, the PID selection, the background rejection, and the ine�ciency281

of the track detection, respectively. The correction factors related to the LHCf performance, CMH and282

CPID, are applied to both spectra Nw/o sel. and NNtracks�1. The correction factor CTrack and the background283

Rbkg,2 correspond to the event selection by ATLAS and they are applied only to the spectrum with the284

selection, NNtracks�1. Subtracting the spectrum with at least one charged particle production N0Nch�1 from285

the inclusive spectrum N0all, no-charged particle spectrum N0Nch=0 was obtained.286

CPID
w/o sel. and CPID

Ntracks�1 are for correcting ine�ciency of photons and contamination of hadrons. They287

are between 0.9 and 1.1, which were obtained by the template fitting of the L90% distributions. CMH was288

introduced to recover the photon flux reduced by the multi-hit rejection and to correct the contamination289

of multi-hit due to the mis-reconstruction as single-hit. Figure 9 shows the multi-hit correction factors,290

which was derived from a MC study of the LHCf full detector simulation with pp event generations291

L:            Integral luminosity 
Cgeometry: Correction of fiducial area selection with Δφ=180°(region A) or 20°(region B) 
Ccτ:         Correction of contribution from long-life particles with more than cτ > 1cm 
CSD:        Estimated single-diffraction event ratio in Nch=0 events 
Clog10ξ:    Correction of migration in Nch=0 selection to log10ξ<-5 selection. 
 

Conf-note
d�inclusive

�

dE
=

Cc⌧

all

(E
i

)Cgeometry

L

N 0
all

(E
i

)

�Ei
d�Nch=0

�

dE
=

Cc⌧

Nch=0(Ei

)Cgeometry

L

N 0
Nch=0(Ei

)

�Ei

d�SD,log10⇠<�5
�

dE
= Clog10⇠(E

i

)CSD(E
i

)
d�Nch=0

�

dE Normalization

Photon definition

SD contribution



25

Correction: SD+DD→ SD (DD)
CSD(DD) =

NMC,SD(DD)
Nch=0

NMC,SD+DD
Nch=0latest	results

20

assumption	 to	calculate	parameter	X
• -"#RS + -##RS = V-"#RS + W-##RS
• LHCf Region	A,	parameter:	B/(C+D)

parameter	X	is	applied	to	
generator	level	photon	 spectrum.
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TODO in the previous report in April:
✓Apply the response function of LHCf detector in the MC tuning. 
✓ Increase the statistics : 107 pp collisions → 108 pp collisions 
✓Estimation of the systematic uncertainty

Done
Done

Done

Note) The factor was calculated from modified MC introducing a factor 
X and Y as  
X and Y were fixed by using the number of photon events with a  
MBTS-hit selection of data and by conserving the total number of the 
events. For detail, see the presentation in the last meeting or backup. 

NMC ! NMC

0
= X NMC

SD

+ Y NMC

DD

+NMC

non�diff.

Correction factor: the average of these four model results 
Systematic uncertainty:  
 - Statistics of data and MC in X,Y determination (~4%)   - LHCf and MBTS response in X,Y determination (~2%) 
 - Contribution of non-diffractive events (~1.5%)               - the discrepancies (min,max) (5-20%)

latest	results
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Systematic uncertainties (Spectrum)
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Two components of MH corrections
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• Mis-reconstruction of events (Detector performance+MH rate) 
• SHtrue photon → MHrec photon (survival efficiency ~99%) 
• MHtrue γ+γ → SHrec photon (identification efficiency ~98% in > 3TeV ) 
• MHtrue γ+n → SHrec photon (only events with neutron interaction in the detector are considered)  

• Contribution of photons in MHtrue events (MH rate) 
• γ1,γ2 in MHtrue γ+γ 
• γ1 in MHtrue γ+n (only events with neutron interaction in the detector are considered) 

1

2

2

1
NSHtrue/(NSHtrue

SHrec
+NMHtrue

SHrec
)

N�/N
SHtrue

N�/N
SHtrue

QGSJET2-4 (all)
EPOS-LHC(all)
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η
15−10−5−051015

LHCf LHCf

ATLAS
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M
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TSInner detector

Arm1 Arm2

MBTS
Arm1 side Arm2 side

γ

NData
B

NData
C +NData

D

=
NMC0

B

NMC0
C +NMC0

D

Note) 
The MBTS response was emulated as a function of logξX. 
The LHCf detector response was considered in MC 
 NData: Raw Data  
 NMC:  MC true + MBTS response function + LHCf response

Then, calculate X from 

B: Arm1 γ & NMBTS Arm1>0 & NMBTS Arm2 =0 ⇒ SD (logξX1~-5.0) + DD (logξX1~-5.0, logξX2<-5.5) 
C: Arm1 γ & NMBTS Arm1=0 & NMBTS Arm2 >0 ⇒ DD (logξX1<-5.5, logξX2~-5.0) 
D: Arm1 γ & NMBTS Arm1>0 & NMBTS Arm2 >0 ⇒ DD (logξX1~-5.0, logξX2~-5.0) 
NMBTS: the number of hit MBTS segments

B C D B/(C+D)
PYTHIA DL 21578 (SD:11252,DD:

10326)
20821 5047 0.85

EPOS-LHC 10011(SD:5233,DD:4778) 8639 1816 0.93
QGSJET 

II-04
6994 (SD:4958,DD:2036) 2401 1781 1.74

SIBYLL 2.3c 7256 (SD:6748,DD508) 1080 392 5.21
Data 1539 802 622 1.08

Correction: SD+DD → SD (DD) 
-Tuning MC models-
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assumption	 to	calculate	parameter	X
• -"#RS + -##RS = V-"#RS + W-##RS
• LHCf Region	A,	parameter:	B/(C+D)

parameter	X	is	applied	to	
generator	level	photon	 spectrum.
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Energy	dependence	of	SD	fraction	is	small.
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LHCf photon	 hit	in	Arm1	Region	A	with	inner	detector	veto

LHCf	photon	 hit	in	Arm1	Region	A	with	log ! event	selection	
ratio	=

Arm2	side	"#$! <	-5.0
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LHCf Region	A	(small	tower)
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CSD(DD) =
NMC,SD(DD)

Nch=0

NMC,SD+DD
Nch=0

before the tuning

After the tuning

Model discrepancy was suppressed well

Correction: SD+DD → SD (DD) 
-Results-


