Belle Il data management
(and plans to use Rucio)

Paul Laycock for the Belle Il team
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Belle Il Distributed Computing

Definition
« MC prod / data process -Production
+ Type (BB, 7 7, cchbar..) — PS -Distribution
« # of events — -Merge
+ software version
- etc..
Production manager (human) [ . [p,oduction Management
. - Define “Production” \
Belle

/

Distributed data management < : > | Fabrication | Transformation
DIRAC output info
- Gather outputs to major storage / - Define jobs

(and distribute over the world) - Re-define failed job

- Check status of storages - - Verify output files
- Define “Transfers” BZMonitoring

DIRAC / Workload Management

Data management T

- Submit job on site
g E g g - Record job status etc
A\ '

Resource | Primary SE Output SE k& Computing site

More on Belle |l in Miyake-san’s talk tomorrow
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Belle Il Distributed Data Management

— DistributedDataManagement RequestManagement -

Transfer Request

» ReqManager

DataOperation — » DataOperationExecuting

Fabrication
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Define transfer
(Decide destination)

Transformation StorageElementStatus | «—» StorageElementStatus

WorkloadManagement r :
DataOperationDeletionExecuting RequestExecution
/ /'/ f \\
- /" Register LFN
i / h egister
/] Check SE health / ~tee
~ Storage Accountin — it — N
A Deletlon 7 g g DataManagemc?/nt
' : FTSM g
a8 LPimany s )
v ///' \ G = v —
— . FTS
Output SE //P S AN P
/1000 files/ block S 7
Sites > 7
“ m _ Executs transfer “ _~"Transfer tasks Agent
- Monitoring ~N FTS e Service
Output SE - Retry External service

» Designed as a key component of BelleDIRAC, the current DDM is well integrated into the
(Belle)Dirac ecosystem (production system, monitoring, et al)

+ It's native, e.g. controlled the same way as any other Dirac components

- Only basic functionality, lots of effort needed to fix implementation, key features either untested
or missing, it ignores the Transformation System and the LFC file catalogue may soon be extinct
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Picture in 2018

Assigned Tasks

0
9/1 9/4 9/7 9/10 9/13 9/16 9/19 9/22 9/25 9/28

== Bellell.DB.bldirac01.0perationRequestTasks.Assigned.Delete
== Bellell.DB.bldirac01.0OperationRequestTasks.Assigned.ReplicateAndRegister

« DDM frequently got stuck

« Several implementation issues including, SE health assessment, lack of
concurrency, easily blocked by one problematic SE

 Lacking in automation and advanced features, not commissioned or non-existent
* Question - Would it be possible to use Rucio instead?
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Rucio functionality

* Rucio has the advanced functionality and scalability
that Belle Il DDM needs, and it's open source

* https://rucio.cern.ch/

;
» Key features missing from current DDM include RU c I O
« Authentication, accounts, quotas

« Data discovery, monitoring, analytics
* Data lifetime

» crucial for managing data is being able to delete it, rucio also tracks
data popularity, identify write-once-read-never data

* Data integrity, dark data, dataset containers
* Replication by Policy (very basic implementation exists)

SCIENTIFIC DATA MANAGEMENT

 Stable rucio operation for ATLAS beyond the scale needed for Belle Il
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https://rucio.cern.ch/

Rucio, funding bodies and "
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* The number of accesses plot features heavily for LHC experiment reports to funding bodies
* In my view, this is one of the main reasons that drives Rucio’s popularity

« Well, that and the awesome team ;)
» Funding agencies will expect to see this plot - don’t ask for more !

» (The image is taken from Charles Dickens’ “Oliver Twist”, a classic London childcare fairytale)
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rusio— g #belle-li @ {:}} Q @ {3 :

. :
Paul Lay k y 210 | %0 | ¢ Acd atopic
December 7th, 2018
Za Jump to... December 10th, 2013 About #tbelle-ii
.

2) All Threads L{* Cedric *
a 1. We have multiple production accounts dedicated to differents () Channel Details
Channels worklow : tzero, ponda . prodsys . These production acccunts have

G
# belle-ii many privileges, €.3. they can write into different scope.
L D eve I O ped by A I LAS bnl 2. All the RAW are created by the _zero account. The locked rule "¢ Highlights

& developers

mechanism applies to all the data on TAPE, not only RAW
3. We poll AGIS for the downtimes and use th's ‘information to stop
a O p e y a n replicating/deleting/reading data % Pinned Items
™. Paul Laycock 1028 Av
8 Thanks a lot @Cedric

L] n
([ ] a n d a rOWI n CO m m u n It 1) I assume then the different accounts hzve different privileges / 8 10 Members
g g y different scopes they can write inta, or hows much of that is legacy?
Only for info, but also te understand how complicated we want/nead to ¢ : Paul Laycock [you!
make things. Cedric »
2) Goad to know, thanks! -
3) So from AGIS you update_rse availaoility_read/write/delete and = Garvin &
- . that's all? Hira
* Rucio is open source: G e
" .‘ Question for @Thomas now - what do we need in order to get started

on monitering? Hiro has Grzfana, can we "borrovs” cenfigurations frem T) Martin Barisits 4

you? 4 Ruslan Mashinistov

* https://github.com/rucio/rucio

December 11th, 2018 L. Sergey

E’] Thomas

@] Thomas 220 AM

hal Just copying the dashboard won't vork I'm afraid. Grafana is just the Tobi
frontend. What backend do you have?
Elasticsearch/InfluxDB/something else?

Invite mcre people...

- R
is there ¢ way to export them ? Sharad Files

» Weekly dev meetings to set priorities

[\ Notification Preferences

» Use slack for fast feedback with the core development team, with the pool of
expertise growing all the time

« Currently very dependent on core CERN team, working to ensure their
availability will not be an issue in the future (participate in the second Rucio
community workshop)

« Experience of other experiments moving to rucio was persuasive
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https://github.com/rucio/rucio

Belle Il Distributed Data Management

— DistributedDataManagement RequestManagement -
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- Define transfer ‘
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DataOperationDeletionExecuting - RequestExecution
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! Deletlon - ,;i/ g g Data Management
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9 & - "4 Y - Monitoring ~N FTS o Service
Y i / _ -
¥ Output SE [ Retry External service

 Following approval to evaluate Rucio, invited Rucio and BelleDIRAC experts to BNL
* No blockers identified but...

. deployment problems meant we missed March 2019 start date

* Prioritise fixing current DDM to be good enough, migrate to Rucio later
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Belle Il Distributed Data Management - Future |

— DistributedDataManagement

Transfer Request
Fabrication 9

Transformation

SCIENTIFIC DATA MANAGEMENT
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WorkloadManagement Rucio File Catalogue
— RUCIO
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//// ///bheck SE health \\E\i\e\glﬁer LFN
~~ Storage Accounting
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“ g Primary SEs @
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Output SE //P - / '\\
y A /1000 ﬂles/ block \\\_\ -
Sites = _’ g m . Execute transfer “ /,//T/r/ansfer tasks Agent
- Monitoring N FTS « @
Output SE — - Retry External service

* In first stage migration, maintain current API to minimise impact

 DDM uses Rucio behind-the-scenes, but Rucio is not exposed to users

* Rucio file catalogue is also not exposed, LFC is still master file catalogue
» Fabrication system is DDM-type aware to allow bi-directional migration
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Belle Il Distributed Data Management - Future Il

Fabrication |

Transformation

WorkloadManagement

v

Sites

TR

Output SE

Sites
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Output SE «—

— DistributedDataManagement
Rucio Replication Policies

Rucio File Catalogue

SCIENTIFIC DATA MANAGEMENT
&

File Catalogue
Plugin

4
//
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/ / " Check SE health
~ Storage Accountin
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. Primary SEs
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- Monitoring N FTS «
- Retry

- g
~

" Transfer tasks

Agent

Service

External service

« Second stage migration Rucio is master file catalogue using file catalogue plugin

* Replication policies to trigger replication, lifetime policies to automate deletion

* Remove explicit calls to DDM (no longer necessary)

* Instrument analysis s/w so that file access goes through Rucio
* Rucio then tracks those files and knows they’re being used - extend lifetime
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Summary

 First stage migration (Rucio behind-the-scenes)
« Keep current DDM API, forward work to Rucio (rucio client installed on Dirac
* Very specific to Belle Il and a necessary first step
* Main aim is to commission Rucio in full production environment without
changing anything else

* A key requirement is: do not break anything
e and in case of issues, be able to quickly revert

« Second stage migration (Dirac-Rucio file catalogue plugin)
* File catalogue migration from LFC to Rucio FC
* Needs a Dirac-Rucio file catalogue plugin - common to all Dirac-Rucio?
 Easier to open up the key features of Rucio - management

 Lifetime policy in particular is something funding agencies start to expect -
prove you're managing what you have, then you can ask for more

« Some engineering required to use all of the advanced Rucio features, but
not reinventing the wheel
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