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To: Mark Sosebee <sosebee@uta.edu>

Shift notes from the past week:

======================================================

ADCoS/CRC reports from the ADC Weekly and ADCoS meetings:
https://indico.cern.ch/event/752197/contributions/3115472/attachments/1705934/2748768
/CRCreport20180828.pdf (CRC report)

General news / issues during the past week:

8/27: ADC Technical Coordination Board:
https://indico.cern.ch/e/752182

8/28: ADC Weekly meeting:
https://indico.cern.ch/e/752197

MC / Group Production / Reprocessing summaries from the ADC Weekly meeting:
https://indico.cern.ch/event/752197/contributions/3115474/attachments/1706108/2749059
/mccoord_280818.pdf
https://indico.cern.ch/event/752197/contributions/3115473/attachments/1705994/2748864
/ADCWeekly28thAugust2018.pdf
https://indico.cern.ch/event/752197/contributions/3115475/attachments/1705597/2748098
/DatRepStatus_ADC_28082018.pdf

======================================================
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Site-specific issues:

1)  8/29: SWT2_CPB - file transfer errors ("Has trouble with canonical path. Cannot access it").
https://ggus.eu/?mode=ticket_info&ticket_id=136930 in progress, eLog 66607.

2)  8/29: BNL - file staging errors ("error on the bring online request ... [SRM_FAILURE] Changing file state
because request state has changed").
https://ggus.eu/?mode=ticket_info&ticket_id=136826 was re-opened, eLog 66611.

3)  8/29: NET2 - destination file transfer errors ("Communication error on send, err: [SE][srmRm]
httpg://atlas.bu.edu:8443/srm/v2/server: CGSI-gSOAP running on fts301.usatlas.bnl.gov reports Error reading
token data header: Connection closed").
https://ggus.eu/?mode=ticket_info&ticket_id=136936 in progress, eLog 66612.

Follow-ups from earlier reports:

(i)  8/22: BNL - file staging errors ("Transfer canceled because the gsiftp performance marker timeout of 360
seconds has been exceeded, or all performance markers during that period indicated zero bytes transferred").
https://ggus.eu/?mode=ticket_info&ticket_id=136826 in progress, eLog 66527.
Update 8/23: Errors were due to zero-length files (see ticket for details). Files were cleared - errors stopped, so
ggus 136826 was closed. eLog 66536.
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