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Lattice QCD

• Quantum FT → Statistical FT 

• MC importance sampling 

• Correlation functions 

• Corr. length → hadron mass 

• Amplitudes → Matrix elem.
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Scales

• Low energy hadronic physics can be made free of lattice artifacts 

• Option 1: use an EFT which separates mb physics from ΛQCD physics 

• Option 2: with improved actions + a lot of lattice data, extrapolate in spacing 
and heavy quark mass simultaneously
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m⇡ mK mD mB

0.09 fm 0.06 fma = 0.15 0.12

Inversion of matrix developing zero eigenvalues as mu a → 0

⇤QCD
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Outline

• b → c 

• b → u 

• c → d, s (b spectator) 

• [If time permits:] b → s
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Talk by T Tsang later today.
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What can lattice QCD do to resolve/confirm discrepancies?

Talk by T Tsang later today.



Outline

• b → c 

• b → u 

• c → d, s (b spectator) 

• [If time permits:] b → s

 4

What can lattice QCD do to resolve/confirm discrepancies?

puzzle? anomaly?

puzzle?

anomalies?

Talk by T Tsang later today.
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b ! c
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Historic inclusive/exclusive |Vcb|
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0.036 0.038 0.040 0.042 0.044 0.046 0.048

|Vcb|

B → D
FNAL/MILC, 2015
B → D
HPQCD, 2015

B → D*
FNAL/MILC, 2014

Inclusive
Alberti et al., 2015

combined fit
FLAG, 2016
(incl. new expt data)

(before 2/2017)



New lattice results

• Good agreement with Fermilab/MILC result hA1(1) = 0.906(4)(12) 

• Independent lattices 

• Different heavy quark formulations
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TABLE VIII: Results for parameters in the chiral-continuum fits, Eq. (21) and (27). Higher order terms retain their prior
values and are not shown while 

B
2 = �0.17(25) and 

B
2 = �0.05(42) for hA1

(1) and h
s
A1
(1) respectively.

c1 c2 d1 d2 f1 f2

hA1
(1) �

B
a0 �0.15(12) 0.27(29) 0.24(40) 0.0(5) 0.24(40) 0.0(5)

h
s
A1
(1) �

B
a0 �0.03(22) 0.05(35) 0.0(5) 0.0(5) 0.0(5) 0.0(5)

B C g �1 �5 �6

hA1
(1) �0.091(27) �0.02(24) 0.521(78) �0.14(44) 0(1) -0.15(97)

h
s
A1
(1) �0.117(31) – – �0.14(44) 0(1) -0.15(97)

TABLE IX: Partial errors (in percentages) for h
(s)
A1

(1). A full
accounting of the breakdown of systematic errors is made dif-
ficult by the fact that smaller priors not well constrained by
the data are mixed in a correlated way by the fitter; these
are reflected in the total systematic uncertainty. Note that
the uncertainty from missing ↵

2
s terms in the matching for

hA1
(1) and h

s
A1
(1) is constrained somewhat by the fit; a naive

estimate would give 3.5% on the fine lattices.

Uncertainty hA1
(1) h

s
A1
(1) hA1

(1)/h
s
A1
(1)

↵
2
s 2.1 2.5 0.4

↵s⇤QCD/mb 0.9 0.9 0.0

(⇤QCD/mb)
2 0.8 0.8 0.0

a
2 0.7 1.4 1.4

gD⇤D⇡ 0.2 0.03 0.2

Total systematic 2.7 3.2 1.7

Data 1.1 1.4 1.4

Total 2.9 3.5 2.2

are shown in Figures 3 and 4 respectively, together with
the result of our fit. The O(a4) and O(a6) parameters
default to their prior values, while the O(a2) parameters
are consistent with zero. We tried various modifications
to our fit, the results of which we present in Appendix F.
Table IX presents a summary and combination of the
uncertainties in our results for hA1

(1) and hs
A1

(1).

C. Isospin breaking e↵ects

The e↵ects of electromagnetic interactions and mu 6=
md on hA1

(1) are negligible compared to the dominant
uncertainties quoted in Table IX. We find only a variation
of 0.25% in the chiral-continuum fits to hA1

(1) whether
the ⇡0 or ⇡+ mass is used as the input value for the phys-
ical limit. Electroweak and Coulomb e↵ects in the decay
rate (1) are presently accounted for at leading order by
a single multiplicative factor ⌘̄EW to be discussed below
in Sec. VII. As lattice QCD uncertainties are reduced in
the future, it will be desirable to more directly calculate
the e↵ects of electromagnetism in a lattice QCD+QED

calculation, where mu 6= md can also be implemented.

VI. RESULTS AND DISCUSSION

We have calculated the zero recoil form factor for
B ! D⇤`⌫ decay using the most physically realistic gluon
field configurations currently available along with quark
discretizations that are highly improved. Our final result
for the form factor, including all sources of uncertainty,
is

F
B!D⇤

(1) = hA1
(1) = 0.895(10)stat(24)sys . (28)

It is clear from this treatment that the dominant source
of uncertainty is the O(↵2

s) uncertainty coming from
the perturbative matching calculation. In principle this
could be reduced by a two-loop matching calculation;
however, such calculations in lattice NRQCD have not
been done before. It is worth noting that for our calcula-
tion this uncertainty is somewhat constrained by the fit,
as is reflected in Table IX. It has also been suggested [62]
that it could be estimated using heavy-HISQ b quarks
on ‘ultrafine’ lattices with a = 0.045 fm and mba < 1.
There we can use the nonperturbative PCAC relation and
the absolute normalization of the pseudoscalar current
to normalise J (0), using (mb + mc)P̂ = Z@µÂµ to find
the matching coe�cient Z and then comparing matrix
elements of this normalized current to the result using
perturbation theory.

Within errors, our result agrees with the result from
the Fermilab Lattice and MILC Collaborations [18],
hA1

(1) = 0.906(4)(12). The higher precision achieved
in this work is due to the use of the same lattice dis-
cretization for the b and c quarks. This enabled them to
avoid the larger current-matching uncertainties present
in our NRQCD-b, HISQ-c work. Nevertheless, the value
of providing a completely independent lattice QCD result
using di↵erent formalisms is self-evident.

After combining the statistical and systematic errors
in quadrature, a weighted average of the two lattice re-
sults yields hA1

(1) = 0.900(11). We use this value in our
discussion in Sec. VII.
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Our result for the Bs ! D⇤
s zero-recoil form factor is

F
Bs!D⇤

s(1) = hs
A1

(1) = 0.883(12)stat(28)sys . (29)

This is the first lattice QCD calculations of this quan-
tity. We see no significant di↵erence between the result
for B ! D⇤ and Bs ! D⇤

s showing that spectator quark
mass e↵ects are very small. Correlated systematic uncer-
tainties cancel in the ratio, which we find to be

F
B!D⇤

(1)

FBs!D⇤
s(1)

=
hA1

(1)

hs
A1

(1)
= 1.013(14)stat(17)sys . (30)

We find there to be no significant U -spin (d $ s) break-
ing e↵ect at the few percent level.

VII. IMPLICATIONS FOR |Vcb|

Until recently, one would simply combine a world av-
erage of lattice data for hA1

(1) with the latest HFLAV
result for the B̄0

! D⇤+`�⌫ di↵erential branching
fraction extrapolated to zero recoil: ⌘̄EWF(1)|Vcb| =
35.61(11)(44) ⇥ 10�3 [17]. Doing so with the weighted
average of the Fermilab/MILC result and ours yields

|Vcb|HFLAV = (38.9 ± 0.7) ⇥ 10�3 , (31)

where we have used the estimated charge-averaged value
of ⌘̄EW = 1.015(5) [18]. The uncertainty in |Vcb|HFLAV is
due in equal parts to lattice and experimental error.

Recent work analyzing unfolded Belle data [16] has
called into question the accuracy of what has become
the standard method of extrapolating experimental data
to zero recoil [22–27]. In order to understand our new
result for hA1

(1), as well as to prepare for future lattice
calculations and experimental measurements, we carry
out a similar analysis here. We generally agree with con-
clusions already in the literature, but we present a few
of our own suggestions for how one could proceed in the
future.

The method used by experiments to date is due to
Caprini, Lellouch, and Neubert (CLN) [21]. Their para-
matrization of the form factors entering the di↵erential
decay rate and angular observables is an expansion about
zero-recoil, i.e. about w = 1. (See Appendix G for expres-
sions relating experimental observables to form factors.)
In the case of the hA1

(w) form factor it was found that
the kinematic variable z gives a more convergent series.
Given a specific choice of t0, z depends on the t = q2 as

z(t, t0) =

p
t+ � t �

p
t+ � t0

p
t+ � t +

p
t+ � t0

(32)

with t± = (MB ±MD⇤)2. Usually one takes t0 = t�, and
this is the choice assumed throughout this paper.1

1 One can express z(t, t�) as a function of w as

z(w) =

p
w + 1 �

p
2

p
w + 1 +

p
2

.

TABLE X: Fits to the unfolded Belle data using the CLN
parametrization. The first fit does not account for any uncer-
tainties in the r coe�cients (34). The next three include the
r coe�cients as Gaussian priors with widths of 10%, 20% or
100% uncertainties, respectively. The final two fits assign 10%
or 20% uncertainty to the coe�cients in hA1

(w) and allow the
coe�cients of R1(w) and R2(w) to be O(1).

fit I ⇢
2

R1(1) R2(1)

0% 0.0348(12) 1.17(15) 1.386(88) 0.912(76)

10% 0.0349(13) 1.19(16) 1.387(88) 0.914(76)

20% 0.0352(13) 1.24(19) 1.390(88) 0.922(78)

100% 0.0367(16) 1.64(31) 1.397(94) 0.941(96)

h:10%, R:0(1) 0.0359(14) 1.29(17) 1.19(22) 1.05(18)

h:20%, R:0(1) 0.0359(14) 1.31(19) 1.19(22) 1.04(19)

The CLN form factors are given as follows

hA1
(w) = hA1

(1)[1 � 8⇢2z + (rh2r⇢
2 + rh2)z

2

+ (rh3r⇢
2 + rh3)z

3]

R1(w) = R1(1) + r11(w � 1) + r12(w � 1)2

R2(w) = R2(1) + r21(w � 1) + r22(w � 1)2 (33)

with the coe�cients computed to be [21]

rh2r = 53 , rh2 = �15 ,

rh3r = �231 , rh3 = 91 ,

r11 = �0.12 , r12 = 0.05 ,

r21 = 0.11 , r22 = �0.06 . (34)

These numbers are the result of a calculation in HQET,
using QCD sum rules and neglecting contributions of
↵s⇤QCD/mc and (⇤QCD/mc)2, as well as smaller e↵ects.
Until recently e↵ects of neglecting these terms have not
been included in fitting the experimental data.

Ref. [21] claims an accuracy of 2%; however this is
based on comparing an expansions in z against some full
expressions. While this tests the convergence of the ex-
pansions, it does not test the accuracy of numerical fac-
tors computed in truncated HQET. In fact the data do
not require any higher order terms in z or w�1. We found
no e↵ect when including a z4 term or (w � 1)3 terms in
(33) with Gaussian priors allowing the coe�cient rh4 to
be up to O(103) and r13, r23 to be up to O(1).

Nevertheless none of this accounts for higher order
terms in the HQET. We can get some idea of how the
fit is a↵ected by allowing the r coe�cients (34) to be fit
parameters with Gaussian priors, with means equal to
the CLN values but with widths which we vary. Table X
shows the results of fitting to the CLN parametrization.
We present six variations, which we describe below. In
order to infer |Vcb| from the lattice hA1

(1) and the fit to
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100% 0.0367(16) 1.64(31) 1.397(94) 0.941(96)

h:10%, R:0(1) 0.0359(14) 1.29(17) 1.19(22) 1.05(18)

h:20%, R:0(1) 0.0359(14) 1.31(19) 1.19(22) 1.04(19)

The CLN form factors are given as follows

hA1
(w) = hA1

(1)[1 � 8⇢2z + (rh2r⇢
2 + rh2)z

2

+ (rh3r⇢
2 + rh3)z

3]

R1(w) = R1(1) + r11(w � 1) + r12(w � 1)2

R2(w) = R2(1) + r21(w � 1) + r22(w � 1)2 (33)

with the coe�cients computed to be [21]

rh2r = 53 , rh2 = �15 ,

rh3r = �231 , rh3 = 91 ,

r11 = �0.12 , r12 = 0.05 ,

r21 = 0.11 , r22 = �0.06 . (34)

These numbers are the result of a calculation in HQET,
using QCD sum rules and neglecting contributions of
↵s⇤QCD/mc and (⇤QCD/mc)2, as well as smaller e↵ects.
Until recently e↵ects of neglecting these terms have not
been included in fitting the experimental data.

Ref. [21] claims an accuracy of 2%; however this is
based on comparing an expansions in z against some full
expressions. While this tests the convergence of the ex-
pansions, it does not test the accuracy of numerical fac-
tors computed in truncated HQET. In fact the data do
not require any higher order terms in z or w�1. We found
no e↵ect when including a z4 term or (w � 1)3 terms in
(33) with Gaussian priors allowing the coe�cient rh4 to
be up to O(103) and r13, r23 to be up to O(1).

Nevertheless none of this accounts for higher order
terms in the HQET. We can get some idea of how the
fit is a↵ected by allowing the r coe�cients (34) to be fit
parameters with Gaussian priors, with means equal to
the CLN values but with widths which we vary. Table X
shows the results of fitting to the CLN parametrization.
We present six variations, which we describe below. In
order to infer |Vcb| from the lattice hA1

(1) and the fit to

9

TABLE VIII: Results for parameters in the chiral-continuum fits, Eq. (21) and (27). Higher order terms retain their prior
values and are not shown while 

B
2 = �0.17(25) and 

B
2 = �0.05(42) for hA1

(1) and h
s
A1
(1) respectively.

c1 c2 d1 d2 f1 f2

hA1
(1) �

B
a0 �0.15(12) 0.27(29) 0.24(40) 0.0(5) 0.24(40) 0.0(5)

h
s
A1
(1) �

B
a0 �0.03(22) 0.05(35) 0.0(5) 0.0(5) 0.0(5) 0.0(5)

B C g �1 �5 �6

hA1
(1) �0.091(27) �0.02(24) 0.521(78) �0.14(44) 0(1) -0.15(97)

h
s
A1
(1) �0.117(31) – – �0.14(44) 0(1) -0.15(97)

TABLE IX: Partial errors (in percentages) for h
(s)
A1

(1). A full
accounting of the breakdown of systematic errors is made dif-
ficult by the fact that smaller priors not well constrained by
the data are mixed in a correlated way by the fitter; these
are reflected in the total systematic uncertainty. Note that
the uncertainty from missing ↵

2
s terms in the matching for

hA1
(1) and h

s
A1
(1) is constrained somewhat by the fit; a naive

estimate would give 3.5% on the fine lattices.

Uncertainty hA1
(1) h

s
A1
(1) hA1

(1)/h
s
A1
(1)

↵
2
s 2.1 2.5 0.4

↵s⇤QCD/mb 0.9 0.9 0.0

(⇤QCD/mb)
2 0.8 0.8 0.0

a
2 0.7 1.4 1.4

gD⇤D⇡ 0.2 0.03 0.2

Total systematic 2.7 3.2 1.7

Data 1.1 1.4 1.4

Total 2.9 3.5 2.2

are shown in Figures 3 and 4 respectively, together with
the result of our fit. The O(a4) and O(a6) parameters
default to their prior values, while the O(a2) parameters
are consistent with zero. We tried various modifications
to our fit, the results of which we present in Appendix F.
Table IX presents a summary and combination of the
uncertainties in our results for hA1

(1) and hs
A1

(1).

C. Isospin breaking e↵ects

The e↵ects of electromagnetic interactions and mu 6=
md on hA1

(1) are negligible compared to the dominant
uncertainties quoted in Table IX. We find only a variation
of 0.25% in the chiral-continuum fits to hA1

(1) whether
the ⇡0 or ⇡+ mass is used as the input value for the phys-
ical limit. Electroweak and Coulomb e↵ects in the decay
rate (1) are presently accounted for at leading order by
a single multiplicative factor ⌘̄EW to be discussed below
in Sec. VII. As lattice QCD uncertainties are reduced in
the future, it will be desirable to more directly calculate
the e↵ects of electromagnetism in a lattice QCD+QED

calculation, where mu 6= md can also be implemented.

VI. RESULTS AND DISCUSSION

We have calculated the zero recoil form factor for
B ! D⇤`⌫ decay using the most physically realistic gluon
field configurations currently available along with quark
discretizations that are highly improved. Our final result
for the form factor, including all sources of uncertainty,
is

F
B!D⇤

(1) = hA1
(1) = 0.895(10)stat(24)sys . (28)

It is clear from this treatment that the dominant source
of uncertainty is the O(↵2

s) uncertainty coming from
the perturbative matching calculation. In principle this
could be reduced by a two-loop matching calculation;
however, such calculations in lattice NRQCD have not
been done before. It is worth noting that for our calcula-
tion this uncertainty is somewhat constrained by the fit,
as is reflected in Table IX. It has also been suggested [62]
that it could be estimated using heavy-HISQ b quarks
on ‘ultrafine’ lattices with a = 0.045 fm and mba < 1.
There we can use the nonperturbative PCAC relation and
the absolute normalization of the pseudoscalar current
to normalise J (0), using (mb + mc)P̂ = Z@µÂµ to find
the matching coe�cient Z and then comparing matrix
elements of this normalized current to the result using
perturbation theory.

Within errors, our result agrees with the result from
the Fermilab Lattice and MILC Collaborations [18],
hA1

(1) = 0.906(4)(12). The higher precision achieved
in this work is due to the use of the same lattice dis-
cretization for the b and c quarks. This enabled them to
avoid the larger current-matching uncertainties present
in our NRQCD-b, HISQ-c work. Nevertheless, the value
of providing a completely independent lattice QCD result
using di↵erent formalisms is self-evident.

After combining the statistical and systematic errors
in quadrature, a weighted average of the two lattice re-
sults yields hA1

(1) = 0.900(11). We use this value in our
discussion in Sec. VII.

Judd Harrison, Christine Davies, MBW (HPQCD), arXiv:1711.11013

http://arXiv/org/abs/1711.11013


Test of normalization

• HISQ quarks for all quarks 

• Conserved current, removes 
normalization uncertainty 

• Good agreement between 
formulations
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Continuum limit

Extrapolate to b quark mass ⟶



B→ D* l ν shape ansätze
• Observables depend on 4 hadronic form factors. After removing 

poles, expand in power series about zero recoil point 

• “Standard” procedure: Caprini-Lellouch-Neubert (CLN) 
parametrization using information from HQET and sum rules, 
without theory uncertainties on numerical coefficients 

• Recently, Belle data has been unfolded [arXiv:1702.01521] and re-fit 
to more agnostic “z-parametrizations” Boyd-Grinstein-Lebed (BGL), 
Bourrely-Caprini-Lellouch (BCL)

Bigi, Gambino, Schacht, arXiv:1703.06124, 
Grinstein & Kobach, arXiv:1703.08170, 

Jaiswal, Nandi, Patra, arXiv:1707.09977,  
Bernlochner, Ligeti, Papucci, Robinson , arXiv:1708.07134,

http://arxiv.org/abs/1702.01521
http://arxiv.org/abs/1703.06124
http://arxiv.org/abs/1703.08170
http://arxiv.org/abs/1707.09977
http://arxiv.org/abs/1708.07134


Fits to Belle data
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FIG. 7: Comparison of fit results to experimental data [16]. The binned fit results are slightly o↵set from the bin midpoints
for clarity. See Appendix G and Ref. [16] for definitions.

FIG. 8: Comparison of the |Vcb| from (41) with the latest
determinations from B ! Xc`⌫ [19, 20] and B ! D`⌫ [33].

including the physical point. Our results are

F
B!D⇤

(1) = hA!
(1) = 0.895(10)stat(24)sys

F
Bs!D⇤

s (1) = hs
A!

(1) = 0.883(12)stat(28)sys

F
B!D⇤

(1)

FBs!D⇤
s (1)

=
hA1

(1)

hs
A1

(1)
= 1.003(14)stat(17)sys . (42)

This result for hA1
(1) provides a valuable, indepen-

dent check of the Fermilab/MILC result [18]. We have
used completely independent sets of gauge field config-
urations and di↵erent formulations for the charm and
bottom quarks. The two results are in good agreement.

While the determination of |Vcb| using these results is
complicated by the need to investigate assumptions used
in extrapolating experimental data to zero recoil, series
expansion fits to the unfolded Belle data yield

|Vcb| = (41.3 ± 2.2) ⇥ 10�3 . (43)

This is consistent with recent determinations using ex-
clusive B ! D`⌫ and inclusive decays (Fig 8).

A reanalysis of BaBar data for the di↵erential decay
rate would complement the unfolded Belle data used
here. We can also look forward to new data from Belle
II, after which the the precision of |Vcb| from B ! D⇤`⌫
is likely to be much improved. Lattice QCD data away
from zero recoil will also help reduce the uncertainties.
Preliminary results from the Fermilab/MILC collabora-
tion were presented at the Lattice 2017 conference [69].

Our result for the Bs ! D⇤
s form factor is the first

complete calculation of hs
A1

(1). In the future, measure-
ments of the exclusive decays with a strange specta-
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= 1.003(14)stat(17)sys . (42)

This result for hA1
(1) provides a valuable, indepen-

dent check of the Fermilab/MILC result [18]. We have
used completely independent sets of gauge field config-
urations and di↵erent formulations for the charm and
bottom quarks. The two results are in good agreement.

While the determination of |Vcb| using these results is
complicated by the need to investigate assumptions used
in extrapolating experimental data to zero recoil, series
expansion fits to the unfolded Belle data yield

|Vcb| = (41.3 ± 2.2) ⇥ 10�3 . (43)

This is consistent with recent determinations using ex-
clusive B ! D`⌫ and inclusive decays (Fig 8).

A reanalysis of BaBar data for the di↵erential decay
rate would complement the unfolded Belle data used
here. We can also look forward to new data from Belle
II, after which the the precision of |Vcb| from B ! D⇤`⌫
is likely to be much improved. Lattice QCD data away
from zero recoil will also help reduce the uncertainties.
Preliminary results from the Fermilab/MILC collabora-
tion were presented at the Lattice 2017 conference [69].

Our result for the Bs ! D⇤
s form factor is the first

complete calculation of hs
A1

(1). In the future, measure-
ments of the exclusive decays with a strange specta-
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VIII. CONCLUSIONS

We present new unquenched lattice QCD determina-
tions of the zero-recoil form factors hA1

(1) and hs
A1

(1),

sometimes denoted F
B!D⇤

(1) and F
Bs!D⇤

s (1), respec-
tively. We have used 8 ensembles spanning 3 lattice spac-
ings and 3 values of light-to-strange quark mass ratios,

including the physical point. Our results are

F
B!D⇤

(1) = hA!
(1) = 0.895(10)stat(24)sys

F
Bs!D⇤

s (1) = hs
A!

(1) = 0.883(12)stat(28)sys

F
B!D⇤

(1)

FBs!D⇤
s (1)

=
hA1

(1)

hs
A1

(1)
= 1.013(14)stat(17)sys . (42)

This result for hA1
(1) provides a valuable, indepen-

dent check of the Fermilab/MILC result [18]. We have
used completely independent sets of gauge field config-
urations and di↵erent formulations for the charm and
bottom quarks. The two results are in good agreement.

While the determination of |Vcb| using these results is
complicated by the need to investigate assumptions used
in extrapolating experimental data to zero recoil, series
expansion fits to the unfolded Belle data yield

|Vcb| = (41.3 ± 2.2) ⇥ 10�3 . (43)

This is consistent with recent determinations using ex-
clusive B ! D`⌫ and inclusive decays (Fig 8).

A reanalysis of BaBar data for the di↵erential decay
rate would complement the unfolded Belle data used
here. We can also look forward to new data from Belle



Implications for Vcb

• Removal of theory assumptions 
resolves inclusive/exclusive 
tension, at least in Belle data 

• Look forward to BaBar analysis 

• Look forward to LQCD results at 
non-zero recoil
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FIG. 5: Comparison of the prefactor QF (q
2) for the BGL and

BCL series expansions of form factor F = f , F1, and g, from
top to bottom. Curves are normalized by QF (0), which is
given in the legend.

In Fig. 7 we compare the fit results, integrated over the
experimental bins, of the tightly constrained CLN fit and
the BGL and BCL fits (with K = 4) to the Belle data
[16]. The agreement is generally good, with the notable
exception of the d�/dw in the smallest w bin, where the
CLN result is in greater tension with the data than the
BGL and BCL results.

For the time being, with only one experimental data
set available to carry out these investigations, deter-

0.032 0.034 0.036 0.038 0.040 0.042 0.044
I

CLN 0%

CLN h : 10%, R : 0(1)

BGL 4 + 3

BCL

FIG. 6: Values of I = |⌘̄EWVcb|hA1
(1) obtained from di↵erent

fit ansätze (see text).

minations of |Vcb| from B ! D⇤`⌫ are less certain
than has been thought. The BGL and BCL fits to
Belle data indicate I = 0.038(2). Ref. [18] cites a pri-
vate communication with C. Schwanda giving ⌘̄EW =
⌘EW ⌘Coulomb = 1.0182(16) as the product of the elec-
troweak factor ⌘EW = 1.0066(16) and a term accounting
for electromagnetic interactions between the charged D⇤

and lepton in the final state. Combining this with the
weighted average for hA1

(1) from Fermilab/MILC [18]
and this work, we arrive at

|Vcb| = (41.3 ± 2.2) ⇥ 10�3 (41)

where the error is dominated by the experimental and re-
lated fitting uncertainty. This determination agrees well
with both those from inclusive and exclusive B ! D`⌫
decays as shown in Fig. 8.

One may ultimately obtain a more precise determina-
tion of |Vcb| by including all relevant information, from
HQET, by imposing stronger unitarity bounds [25], and
including light cone sum rule calculations of form fac-
tors at large recoil [68]. Comparison of the di↵erent ap-
proaches would be helpful to highlight the impact of in-
cluding di↵erent ingredients.

VIII. CONCLUSIONS

We present new unquenched lattice QCD determina-
tions of the zero-recoil form factors hA1

(1) and hs
A1

(1),

sometimes denoted F
B!D⇤

(1) and F
Bs!D⇤

s (1), respec-
tively. We have used 8 ensembles spanning 3 lattice spac-
ings and 3 values of light-to-strange quark mass ratios,

I = |Vcb ⌘̄EW|hA1(1)
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determinations from B ! Xc`⌫ [19, 20] and B ! D`⌫ [33].

including the physical point. Our results are

F
B!D⇤

(1) = hA!
(1) = 0.895(10)stat(24)sys

F
Bs!D⇤

s (1) = hs
A!

(1) = 0.883(12)stat(28)sys

F
B!D⇤

(1)

FBs!D⇤
s (1)

=
hA1

(1)

hs
A1

(1)
= 1.003(14)stat(17)sys . (42)

This result for hA1
(1) provides a valuable, indepen-

dent check of the Fermilab/MILC result [18]. We have
used completely independent sets of gauge field config-
urations and di↵erent formulations for the charm and
bottom quarks. The two results are in good agreement.

While the determination of |Vcb| using these results is
complicated by the need to investigate assumptions used
in extrapolating experimental data to zero recoil, series
expansion fits to the unfolded Belle data yield

|Vcb| = (41.3 ± 2.2) ⇥ 10�3 . (43)

This is consistent with recent determinations using ex-
clusive B ! D`⌫ and inclusive decays (Fig 8).

A reanalysis of BaBar data for the di↵erential decay
rate would complement the unfolded Belle data used
here. We can also look forward to new data from Belle
II, after which the the precision of |Vcb| from B ! D⇤`⌫
is likely to be much improved. Lattice QCD data away
from zero recoil will also help reduce the uncertainties.
Preliminary results from the Fermilab/MILC collabora-
tion were presented at the Lattice 2017 conference [69].

Our result for the Bs ! D⇤
s form factor is the first

complete calculation of hs
A1

(1). In the future, measure-
ments of the exclusive decays with a strange specta-

Different fit Ansätze

“std”

Our 
preferred

Harrison, et al., (HPQCD), arXiv:1711.11013

http://arXiv/org/abs/1711.11013
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B!D(⇤)`n form factors from Nf =2+1 QCD with Möbius domain-wall quarks T. Kaneko
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a-1 ~ 2.5 GeV,  mb = 1.252mc,  Mπ
 ~ 500 MeV

a-1 ~ 2.5 GeV,  mb = 1.252mc,  Mπ
 ~ 300 MeV

a-1 ~ 3.6 GeV,  mb = 1.252mc,  Mπ
 ~ 500 MeV

a-1 ~ 3.6 GeV,  mb = 1.254mc,  Mπ
 ~ 500 MeV

Figure 2: Form factors as a function of w. We plot h+, h� and hA1 in the top-left, top-right and bottom-left
panels, respectively. The blue (red) symbols show data with mb = 1.252mc (1.254mc), whereas the open
(filled) symbols are at a�1'2.5 (3.6) GeV.

normalization x (1)=1 in the heavy quark limit mc,mb!•. Other form factors h� and hA2 vanish
in the heavy quark limit, and their results are close to zero with a typical accuracy of .50 %.

Figure 2 shows results for h+, h� and hA1 at different simulation points as a function of w.
These form factors describe the differential decay rates at zero recoil dG/dw(B!D(⇤)`n)|w=1 for
the massless lepton m`= 0. These and other form factors mildly depend on a�1, mb and Mp –
at least in our simulation range of these parameters. We note that similar mild dependence on
a�1 and mb is also observed for the B!p`n form factors [11]. While all the form factors have
to be extrapolated to the continuum limit and physical up, down and bottom quark masses, the
mild dependence may suggest that the preliminary results are not far from these limits and the
extrapolation can be reasonably controlled.

4. Heavy quark symmetry violation and |Vcb|

The B!D⇤`n differential decay rate for m`=0 is described by three combinations of the form
factors, hA1 , hV and rhA2 +hA3 (r=MD⇤/MB). Boyd, Grinstein and Lebed (BGL) proposed a model
independent parametrization [18], which Taylor-expands the (regularized) form factors around zero
recoil in w�1, or in terms of a small kinematical parameter z=(

p
w+1�

p
2a)/(

p
w+1+

p
2a)

with a a tunable input. While one can derive constraints on the expansion parameters from unitar-
ity, they are rather weak. The conventional determination of |Vcb| therefore employs the Caprini-
Lellouch-Neubert (CLN) parametrization [19], which has only four free parameters: the normaliza-
tion and slope of hA1 , R1(1)=hV (1)/hA1(1) and R2(1)={rhA2(1)+hA3(1)}/hA1(1). The remaining
parameters are constrained by next-to-leading order (NLO) heavy quark effective theory (HQET)
with QCD sum rule inputs for the sub-leading Isgur-Wise functions. Recently, Belle has published
a preliminary analysis of the differential decay rate with unfolded kinematical and angular distri-

4

Kaneko et al. (JLQCD), [arXiv:1811.00794] Vaquero et al. (Fermilab/MILC), Lattice 2018

All 4 form factors desirable: 
• Complement experimental shape 

information 

• Significant for massive τ lepton, R(D*)

https://arxiv.org/abs/1811.00794
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Figure 27: Lattice and experimental data for (1 − q2/m2
B∗)fB→π

+ (q2) versus z. The filled
green symbols denote lattice-QCD points included in the fit, while blue and indigo points
show experimental data divided by the value of |Vub| obtained from the fit. The grey band
shows the preferred three-parameter BCL fit to the lattice-QCD and experimental data with
errors.

new information about cross-correlations, that allows us to obtain a meaningful final error
estimate.57 The lattice input dataset will be the same discussed in Sec. 8.3.

A simple three-parameter constrained BCL fit (i.e., through O(z2) plus |Vub|) is enough to
describe the combined datasets satisfactorily; however, the inclusion of experimental points
allows for a better determination of the higher orders in the BCL parameterization with
respect to the lattice-only fit. In order to address the potential systematic uncertainty due
to truncating the series in z, we continue to add terms to the fit until the result for |Vub|
stabilizes, i.e., the central value settles and the errors stop increasing. We find that this
happens at O(z3), and take the value of |Vub| from the combined fit through this order as our
estimate,

Nf = 2 + 1 B → πℓν : |Vub| = 3.62(14) × 10−3 . (212)

Fig. 27 shows both the lattice and experimental data for (1− q2/m2
B∗)f+(q2) as a function of

z(q2), together with our preferred fit; experimental data have been rescaled by the resulting
value for |Vub|2. It is worth noting the good consistency between the form factor shapes
from lattice and experimental data. This can be quantified, e.g., by computing the ratio of
the two leading coefficients in the constrained BCL parameterization: the fit to lattice form
factors yields a1/a0 = −0.83(25) (cf. Eq. (185)), while the above lattice+experiment fit yields
a1/a0 = −0.921(88).

We plot the values of |Vub| we have obtained in Fig. 29, where the determination through
inclusive decays by the Heavy Flavour Averaging Group (HFAG) [196], yielding |Vub| =
4.62(20)(29) × 10−3, is also shown for comparison. In this plot the tension between the
BaBar and the Belle measurements of B(B− → τ−ν̄) is manifest. As discussed above, it is

57See, e.g., Sec. V.D of [502] for a detailed discussion.
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Figure 24. Comparison of f+ (left) and f0 (right) from the z-expansion fit results of this work with

recent theoretical calculations using light-cone sum rules (LCSR) [61] and lattice QCD [13].

flavor lattice-QCD result for the decay-constant ratio fB⇤/fB = 0.941(26) [64], and using the

same value of gB⇤B⇡ = 0.45(8) as in our chiral-continuum extrapolation. The large width of

the expected band is due to the generous range taken for gB⇤B⇡. Higher-order corrections

in the heavy-quark expansion are expected to be small. Taking a conservative value for

⇤ = 500 MeV and mb = 4.2 GeV, one would estimate (⇤/mb)
2 corrections to be about 1%.

The difference of fB⇤/fB from one also provides a measure of ⇤/mb ⇠ 6%, which would

indicate that (⇤/mb)
2 corrections may even be below the percent level. The lattice form

factors agree with the theoretical expectation for q
2 & 27 GeV

2.

D. Determination of |Vub|

We now combine our lattice form factors with experimental data for B ! ⇡`⌫ to obtain

|Vub|. The Standard-Model partial branching fraction is ⌧Bd�/dq
2, where d�/dq

2 is defined

in Eq. (1.1). The contribution from f0 is negligible due to the small lepton mass. Given

f+(q
2
), the branching fraction in the ith q

2 bin [q
2
i
, q

2
i+1] is

�B
fit
i

= C
2
B
|Vub|

2

ˆ
q
2
i+1

q
2
i

|p⇡(q
2
)|
3
|f+(q

2
)|
2
dq

2
, (5.23)
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Omitting inclusive |Vub| and earlier B → D*lν |Vcb| one finds a good fit.
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the coefficients
P

B jkbjbk satisfy the unitarity constraint.
Further, for fþ, the sum

P
B jkbjbk is also consistent with

expectations from heavy-quark power counting, Eq. (51),
but with large uncertainties. We can therefore use theo-
retical guidance from heavy-quark power counting to
further improve our lattice form-factor determination.
Keeping the kinematic constraint, we also constrain the
sum of the coefficients of the B → πlν and B s → Klν
vector form factors with Bayesian priors based on their
estimated size from heavy-quark power counting. For the
hadronic scale in the heavy-quark estimate we take
1000 MeV, with a generous uncertainty of "500 MeV.
Thus for the prior central value we use B̄ ¼ 0.01, and for
the Gaussian prior width we use σB ¼ 0.03. We implement
the Bayesian fit by minimizing the augmented χ2 [63],

χ2aug ¼ χ2 þ χ2prior; ð52Þ

where

χ2prior ¼
!
B̄ −

X
B jkbjbk

"
2
=σ2B : ð53Þ

The results for different truncations K are given in the
bottom panels of Tables XIX and XX. The inclusion of
the heavy-quark constraint improves the determinations of
the slopes and curvatures, and leads to a reduction in the
absolute error on fB πþ ð0Þ by about a factor of 2 for B → πlν
for K ¼ 3. The improvement in the error on fB sK

þ ð0Þ is
smaller but non-negligible, about 25%.
After implementing the heavy-quark constraint, we are

able to include an additional parameter in our fits and can
consider expansions with K ¼ 4. This enables us to study
the stability of the central values and errors of the
parameters with truncation K, and thus assess the system-
atic uncertainty associated with truncating the z-expansion.
The central values and errors for the normalizations and
slopes are stable when increasing the truncation from
K ¼ 3 to K ¼ 4, in most cases changing only in the last
decimal place [except for the slope of fB sK

0 ðq2Þ, for which
the results are still consistent within uncertainties]. The
combined fits of fþ and f0 imposing the kinematic and
heavy-quark constraints are shown versus the truncation K
in the right-hand plots of Fig. 11 for B → πlν (upper) and
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Modifications 1, 2, and 3 vary the order of the truncation
in z and demonstrate that by Oðz3Þ fit results have
stabilized and errors have saturated. We therefore conclude
that the error of the Oðz3Þ fit adequately accounts for the
systematic error due to truncating the z expansion.
Momentum-dependent and momentum-independent dis-

cretization effects proportional to a4 are removed in
modification 4. This results in a modest increase in χ2

and a negligible shift in the fit result. This suggests our final
fit, which includes the a4 effects, adequately accounts for
all discretization effects observed in the data.
In modifications 5 and 6 we remove heavy- and light-

quark mass-dependent discretization effects with essen-
tially no impact on the fit. That our results are independent
of light-quark mass dependent discretization effects sug-
gests that staggered taste violating effects are accommo-
dated for by a generic a2 dependence.
Modification 7 tests the truncation of chiral analytic

terms after next-to-leading order (NLO) by adding the
NNLO terms listed in Eq. (34). This results in a slight
decrease in χ2 but has no noticeable effect on the fit central
value or error. From this we conclude that errors associated
with omitted higher order chiral terms are negligible.
Differences in sea- and valence-quark masses, due in part

to our use of HISQ valence and asqtad sea quarks, are
neglected in modification 8. This results in a small increase
in χ2 and a negligible change in the fit results. We account
for these small mass differences in our final fit, though this
test suggests they are unimportant in the fit.
Effects due to strange quark mass mistuning on the

ensembles are omitted in modification 9, resulting in a
modest increase in χ2 and no change in the fit central value
and error. We include these effects in our final fit.
Modification 10 results in nearly identical fit results,

suggesting that finite volume effects are negligible in our
data. We include these effects in our final fit results.

VI. FORM FACTOR RESULTS

In this section we present final results, with a complete
error budget, for the B s → K form factors. We provide the
needed information to reconstruct the form factors and
compare our results with previous model calculations.
Figure 6 shows the results of the chiral, continuum, and

kinematic extrapolation of Sec. V, plotted over the entire
kinematic range of q2. The form factors, extrapolated to
q2 ¼ 0, have the value fB sK

0;þ ð0Þ ¼ 0.323ð63Þ.

A. Fit errors for the HPChPT z expansion

The inputs in our chiral, continuum, and kinematic
extrapolation fits are data (the correlator fit results for f0
and fþ in Tables II and IX with the accompanying
covariance matrix) and priors. The total hessian error of
the fit can be described in terms of contributions from these
inputs, as described in detail in Appendix A. We group

priors in a meaningful, though not unique, way and
discuss the error associated with the chiral, continuum,
and kinematic extrapolation based on these groupings. As
the priors are, by construction, uncorrelated with one
another, we can group them together in any way we find
meaningful. The resulting error groupings are uncorre-
lated and add in quadrature to the total error. In Fig. 7 we
plot the following relative error components as functions
of q2:

(i) experiment: This is the error in the fit due to
uncertainty of experimentally determined, and other,
input parameters. It is the sum in quadrature of the
errors due to priors for the “group I” fit parameters
listed in Table VII. This error is independent of q2

and subdominant.
(ii) kinematic: This error component is due to the priors

for the coefficients að0;þÞ
k in Eqs. (22) and (24). A

comparison of the fit results from modifications 1, 2,
and 3 in Fig. 5 shows that by Oðz3Þ the fit results
have stabilized and errors have saturated. The
kinematic error therefore includes the error associ-
ated with truncating the z expansion. The extrapo-
lation to values of q2 for which we have no
simulation data is controlled by the z expansion.
As a result, the growth in form factor errors away
from the simulation region is due almost entirely to
kinematic and statistical errors.

(iii) chiral: This error component is the sum in quad-
rature of errors associated with priors for cðkÞi in
Eq. (25). These terms are responsible for extrapo-
lating to the physical light quark mass and for
accommodating for the slight strange-quark mistun-
ing and the small mismatch in sea- and valence-
quark masses due to the mixed action used in the
simulation. As shown in Fig. 7, these errors are
subdominant and do not vary significantly with q2.
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FIG. 6 (color online). B s → K form factor results from a
simultaneous chiral, continuum, and kinematic extrapolation
via the HPChPT z expansion. The q2 region for which lattice
simulation data exist is indicated by the shaded region.
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Combining our form factor results with the current3

inclusive and exclusive semileptonic determinations of
jVubj,

exclusive jVubj ¼ 3.47ð22Þ × 10−3; ð44Þ

inclusive jVubj ¼ 4.41ð22Þ × 10−3; ð45Þ

we demonstrate in Fig. 10 the potential of this decay to shed
light on this ∼3σ discrepancy. In this and subsequent
figures, dark interior bands represent the error in the
differential branching fractions omitting the error associ-
ated with jVubj. Experimental errors commensurate with
these predictions, especially for the Bs → Kτν decay or at
large q2 for the Bs → Kμν decay, would allow differ-
entiation between the current inclusive and exclusive values
of jVubj.

Decays that couple to the τ have increased dependence
on the scalar form factor and to new physics models with
scalar states (see, e.g., Refs. [25,26] for a discussion of new
physics in the closely related decay B → πτν). The ratio of
the Bs → Kτν differential branching fraction to that for
Bs → Kμν,

Rτ
μðq2low; q2highÞ ¼

R q2high
q2low

dq2dB=dq2ðBs → KτνÞ
R q2high
q2low

dq2dB=dq2ðBs → KμνÞ
; ð46Þ

is therefore a potentially sensitive probe of new physics.
Integrating over the full kinematic range, we find

Rτ
μðm2

μ; q2maxÞ ¼ 0.695ð50Þ; ð47Þ

where q2max ¼ ðMBs
−MKÞ2. We plot the standard model

prediction for this ratio, as a function of q2 ¼
ðq2low þ q2highÞ=2, over the full kinematic range in Fig. 11.
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FIG. 9 (color online). Predicted differential decay rates, divided
by jVubj2, for (top) Bs → Kμν and (bottom) Bs → Kτν.
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FIG. 10 (color online). Predicted differential branching frac-
tions for the (top) Bs → Kμν and (bottom) Bs → Kτν decays
using inclusive and exclusive semileptonic determinations of
jVubj. In each band, the light outer band includes all sources of
error, and the dark interior band neglects the uncertainty in jVubj.

3For inclusive jVubj we take the value from the Particle
Data Group [23]. For the exclusive determination we use
the “global lattice þ Belle” results reported by the FLAG-2
collaboration [24].
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Combining our form factor results with the current3

inclusive and exclusive semileptonic determinations of
jVubj,

exclusive jVubj ¼ 3.47ð22Þ × 10−3; ð44Þ

inclusive jVubj ¼ 4.41ð22Þ × 10−3; ð45Þ

we demonstrate in Fig. 10 the potential of this decay to shed
light on this ∼3σ discrepancy. In this and subsequent
figures, dark interior bands represent the error in the
differential branching fractions omitting the error associ-
ated with jVubj. Experimental errors commensurate with
these predictions, especially for the Bs → Kτν decay or at
large q2 for the Bs → Kμν decay, would allow differ-
entiation between the current inclusive and exclusive values
of jVubj.

Decays that couple to the τ have increased dependence
on the scalar form factor and to new physics models with
scalar states (see, e.g., Refs. [25,26] for a discussion of new
physics in the closely related decay B → πτν). The ratio of
the Bs → Kτν differential branching fraction to that for
Bs → Kμν,

Rτ
μðq2low; q2highÞ ¼

R q2high
q2low

dq2dB=dq2ðBs → KτνÞ
R q2high
q2low

dq2dB=dq2ðBs → KμνÞ
; ð46Þ

is therefore a potentially sensitive probe of new physics.
Integrating over the full kinematic range, we find

Rτ
μðm2

μ; q2maxÞ ¼ 0.695ð50Þ; ð47Þ

where q2max ¼ ðMBs
−MKÞ2. We plot the standard model

prediction for this ratio, as a function of q2 ¼
ðq2low þ q2highÞ=2, over the full kinematic range in Fig. 11.
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FIG. 9 (color online). Predicted differential decay rates, divided
by jVubj2, for (top) Bs → Kμν and (bottom) Bs → Kτν.
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FIG. 10 (color online). Predicted differential branching frac-
tions for the (top) Bs → Kμν and (bottom) Bs → Kτν decays
using inclusive and exclusive semileptonic determinations of
jVubj. In each band, the light outer band includes all sources of
error, and the dark interior band neglects the uncertainty in jVubj.

3For inclusive jVubj we take the value from the Particle
Data Group [23]. For the exclusive determination we use
the “global lattice þ Belle” results reported by the FLAG-2
collaboration [24].

Bs → Klν FORM FACTORS FROM … PHYSICAL REVIEW D 90, 054506 (2014)

054506-11

Predicted 
differential 

decay rates

Bouchard et al (HPQCD), arXiv:1406.2279 Flynn et al (RBC-UKQCD), arXiv:1501.05373

Bc ! D`⌫
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form factors in future plans

https://arxiv.org/abs/1406.2279
https://arxiv.org/abs/1501.05373


Ongoing work
• NRQCD semileptonic B form factors being computed on 2+1+1 

flavour MILC lattices. Independent, improved calculations 
compared to 2+1 flavour MILC lattices. 

• RBC-UKQCD carrying forward semileptonic B decay programme 
using domain wall fermions and relativistic heavy b. 

• JLQCD preliminary results for B to π, D(*) form factors, using 
Möbius domain wall for all quarks [Colquhoun et al., arXiv:1811.00227] 

• Fermilab/MILC beginning all-staggered semileptonic programme 
on 2+1+1.  They expect errors of 1-2% in form factors.
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with spectator b



Bc → B(d,s) l ν
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• With |Vcd| & |Vcs| as input: SM predictions for decay rate. 
• With experimental data: Novel method to determine |Vcd| & |Vcs|.

Using NRQCD on 3 MILC lattices: Heavy HISQ for b
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Short-distance = straightforward:

Long-distance = big challenge:

(2 quark-2 lepton operators,  
i.e. form factors):
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FIG. 5. Standard-Model partially-integrated branching ratios for B
+ ! ⇡

+
µ
+
µ
� decay (left)

and B
+ ! K

+
µ
+
µ
� decay (right) using the Fermilab/MILC form factors [48, 62, 63] compared

with experimental measurements from LHCb [45, 55] for the wide q
2 bins above and below the

charmonium resonances.

LHCb quotes measured values for binned di↵erential branching fractions [55], which we
convert to partially integrated branching fractions for ease of comparison with Eq. (4.1):

�B(B+ ! ⇡
+
µ
+
µ
�)exp ⇥ 109 GeV2 =

⇢
4.55

�
+1.05
�1.00

�
(0.15) 1 GeV2  q

2  6 GeV2
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3.29
�
+0.84
�0.70

�
(0.07) 15 GeV2  q

2  22 GeV2
,

(4.2)
where the two errors are statistical and systematic.

Figure 5 (left panel) compares the Standard-Model predictions from Ref. [63] and LHCb
for the wide bins. The result for the low q

2 interval below the charm resonances agrees with
the experimental measurement, but that for the high q

2 interval di↵ers at the 1.9� level. The
combination of the two bins, including the theoretical correlations from Tables VII, and VIII
and treating the experimental bins as uncorrelated, yields a �

2
/dof = 3.7/2 (p = 0.15), and

thus disfavors the Standard-Model hypothesis at 1.4� confidence level.
Although LHCb’s recent measurement of the B ! ⇡`

+
`
+ di↵erential decay rate [55] is

compatible with the Standard-Model predictions, the uncertainties leave room for sizable
new-physics contributions. In the high-q2 interval, 15 GeV2  q

2  22 GeV2, the theoretical
and experimental errors are commensurate. Future, more precise measurements after the
LHCb upgrade will refine the comparison, thereby strengthening the test of the Standard
Model.

2. B ! K`
+
`
�

observables

Here we present results for B ! K`
+
`
� (` = µ, ⌧) observables in the Standard Model

using the Fermilab/MILC B ! K form factors [62]. Many previous phenomenological anal-
yses of B ! K`

+
`
� related the tensor form factor fT to the vector form factor f+ based on

approximate symmetries [78, 100]. The HPQCD Collaboration has also presented results
for B ! K observables using their own lattice-QCD form-factor determinations [43]. We
improve upon the Standard-Model predictions in that work and in Ref. [62] by incorporat-
ing hard-scattering contributions at low q

2 and by using Wilson coe�cients that include
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FIG. 1. Observables for the decays B0 ! K⇤0µ+µ� (upper two rows) and B0

s ! �µ+µ� (bottom row; untagged averages
over the B̄0

s and B0

s distributions). The solid curves show our theoretical results in the Standard Model; the shaded areas give
the corresponding total uncertainties (with and without binning). The dashed curves correspond to the new-physics fit result
C9 = CSM

9 � 1.1, C0
9 = 1.1 (the uncertainties of the dashed curves are not shown for clarity). We also show our averages of

results from the CDF, LHCb, CMS, and ATLAS experiments [14, 51–53, 55] (note that S(LHCb)

4
= �S4 and P 0(LHCb)

4
= �P 0

4).

tainties in Eq. (14) are influenced by the theoretical and
experimental uncertainties, we performed new fits where
we artificially eliminated or reduced di↵erent sources of
uncertainty. In particular, setting all form factor un-
certainties to zero results in C

NP
9 = �0.9 ± 0.4, C

0
9 =

0.7±0.5, and raises the statistical significance for nonzero
(CNP

9 , C
0
9) from 2� to 3�. Reducing instead the exper-

imental uncertainties can have a more dramatic e↵ect,
because some of the angular observables already have
very small theory uncertainties compared to the current
experimental uncertainties.

Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B

0
s ! � µ

+
µ

� data. Equation (14) is
also consistent with the value C

NP
9 ⇠ �1.5 obtained in

Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P

0
4.

Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �

2 by 5.7
and giving �

2
/d.o.f = 0.96. We also performed a fit of

the experimental data for all observables in bin 2 only,
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FIG. 2. The likelihood function of a fit to the B0 ! K⇤0µ+µ�

and B0

s ! �µ+µ� experimental data above q2 = 14.18GeV2,
with fit parameters CNP

9 and C0
9. The contours correspond to

��2 = 2.30, 6.18, 11.83.

which gives

C
NP
9 = �0.9 ± 0.7, C

0
9 = 0.4 ± 0.7 (bin 2 only). (15)

A major concern about the calculations is the possi-
bility of larger-than-expected contributions from broad
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Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B
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also consistent with the value C

NP
9 ⇠ �1.5 obtained in

Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P
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Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �

2 by 5.7
and giving �
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the experimental data for all observables in bin 2 only,
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which gives
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which gives

C
NP
9 = �0.9 ± 0.7, C

0
9 = 0.4 ± 0.7 (bin 2 only). (15)

A major concern about the calculations is the possi-
bility of larger-than-expected contributions from broad

B ! K ⇤µ+µ�, Bs ! � µ+µ�
Horgan, Liu, Meinel, Wingate, arXiv:1310.3722, arXiv:1310.3887

LHCb results for B+
! K
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Bs → φ μ+μ−
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Update of Horgan et al., arXiv:1310.3887Bharucha, Straub, Zwicky, arXiv:1503.05534

Difference in high q2 SM prediction due in part to: inclusion of low q2 LCSR form 
factors, formulation for virtual corrections from O1, O2; also inputs.

Altmannshoher & Straub, arXiv:1411.3161
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Λb → Λ μ+μ−
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✤ Contrary to rare B branching fractions, here the measured data at low 
recoil exceed the SM prediction. 

✤ Λb ➞ Λ(1520) ll calculation in progress, Meinel & Renton, arXiv:1608.08110.

τΛb
¼ ð1.466# 0.010Þ ps ð70Þ

from the 2015 update of the Review of Particle
Physics [85].
Our results for the Λb → Λμþμ− differential branching

fraction and the Λb → Λð→ pþπ−Þμþμ− angular observ-
ables are plotted in Figs. 8 and 9 as the cyan curves (without
binning) and the magenta curves (binned). Where available,
experimental data from LHCb [28] are included in the
figures. Note that for the angular observables, numerator
and denominator are binned separately,

hK̂ii½q2min;q
2
max'¼

R q2max
q2min

Kidq2

R q2max
q2min

ðdΓ=dq2Þdq2
: ð71Þ

The binned observables are also listed numerically in
Table VII, including two additional wider bins at low
and high q2. The observables K̂3s and K̂3sc are negligibly
small in the Standard Model and are not shown here.
The uncertainties given for the Standard-Model predic-

tions are the total uncertainties, which include the statistical
and systematic uncertainties from the form factors (propa-
gated to the observables using the procedure explained in
Sec. IV), the perturbative uncertainties, an estimate of
quark-hadron duality violations (discussed further below),
and the parametric uncertainties from Eqs. (64), (69), and
(70). For all observables considered here (but not for K̂3s
and K̂3sc), the uncertainties associated with the subleading
contributions from the OPE (at high q2) are negligible
compared to the other uncertainties. The central values of
the observables were computed at the renormalization scale
μ ¼ 4.2 GeV; to estimate the perturbative uncertainties, we
varied the renormalization scale from μ ¼ 2.1 GeV to
μ ¼ 8.4 GeV. When doing this scale variation, we also
included the renormalization-group (RG) running of the
tensor form factors from the nominal scale μ0 ¼ 4.2 GeV
to the scale μ, by multiplying these form factors with

!
αsðμÞ
αsðμ0Þ

"−γð0ÞT =ð2β 0Þ
ð72Þ

(as in Ref. [8]), where γð0ÞT ¼ 2CF ¼ 8=3 is the anomalous
dimension of the tensor current [98], and β 0 ¼
ð11Nc − 2NfÞ=3 ¼ 23=3 is the leading-order QCD beta
function [99] for 5 active flavors. Even though we did not
perform a one-loop calculation of the residual lattice-to-
continuum matching factors for the tensor currents, our
estimates of the renormalization uncertainties in the tensor
form factors as discussed in Sec. IV are specific for
μ ¼ 4.2 GeV, and doing the RG running avoids a double
counting of these uncertainties. Note that the contributions
of the tensor form factors to the observables are propor-
tional to 1=q2 (because of the photon propagator connect-
ing O7 to the lepton current), and are suppressed relative to
those from the vector and axial vector form factors at high
q2. At low q2, the other uncertainties (statistical uncertain-
ties, z-expansion uncertainties, etc.) in the tensor form
factors dominate over the uncertainties from the matching
factors.
The functions Ceff

7 ðq2Þ and Ceff
9 ðq2Þ have been computed

in perturbation theory and do not correctly describe the
local q2 dependence resulting from charmonium resonan-
ces [24]. The q2 region near q2 ¼ m 2

J=ψ and q2 ¼ m 2
ψ 0

resonances is excluded for this reason. In the high-q2

region, which is affected by multiple broad charmonium
resonances [24], it is has been argued using quark-hadron

TABLE VI. Wilson coefficients, b-quark mass, and strong and
electromagnetic couplings in the MS scheme at the nominal scale
μ ¼ 4.2 GeV and at the low and high scales used to estimate the
perturbative uncertainties. The values shown here were computed
using the EOS [93,94] and alphaQED [96,97] packages. Even
though some of the quantities in this table are strongly scale
dependent, most of this dependence cancels in the physical
observables.

μ ¼ 2.1 GeV μ ¼ 4.2 GeV μ ¼ 8.4 GeV

C1 −0.4965 −0.2877 −0.1488
C2 1.0246 1.0101 1.0036
C3 −0.0143 −0.0060 −0.0027
C4 −0.1500 −0.0860 −0.0543
C5 0.0010 0.0004 0.0002
C6 0.0032 0.0011 0.0004
C7 −0.3782 −0.3361 −0.3036
C8 −0.2133 −0.1821 −0.1629
C9 4.5692 4.2745 3.8698
C10 −4.1602 −4.1602 −4.1602
m MS

b [GeV] 4.9236 4.2000 3.7504
αs 0.2945 0.2233 0.1851
αe 1=134.44 1=133.28 1=132.51

FIG. 8. Λb → Λμþμ− differential branching fraction calculated
in the Standard Model, compared to experimental data from
LHCb [28] (black points; error bars are shown both including
and excluding the uncertainty from the normalization mode
Λb → J=ψΛ [85]).

Λb → Λℓþℓ− FORM … PHYSICAL REVIEW D 93, 074501 (2016)

074501-17

Detmold & Meinel, arXiv:1602.01399.

4

15 16 17 18 19
0.0

0.2

0.4

0.6

0.8

1.0

1.2

d
B/

d
q
2

(1
0�

7
G

eV
�

2
)

B0 ! K�0µ+µ�

15 16 17 18 19
0.0

0.1

0.2

0.3

0.4

0.5

0.6

F
L

B0 ! K�0µ+µ�

15 16 17 18 19
�0.4

�0.3

�0.2

�0.1
0.0

0.1

0.2

S
3

B0 ! K�0µ+µ�

15 16 17 18 19
�0.4

�0.3

�0.2

�0.1
0.0

0.1

0.2

�
S

4

B0 ! K�0µ+µ�

15 16 17 18 19
�1.0

�0.5

0.0

0.5

1.0

�
P

� 4

B0 ! K�0µ+µ�

15 16 17 18 19
�0.6

�0.5

�0.4

�0.3

�0.2

�0.1
0.0

S
5

B0 ! K�0µ+µ�

15 16 17 18 19
�1.2

�1.0

�0.8

�0.6

�0.4

�0.2
0.0

P
� 5

B0 ! K�0µ+µ�

15 16 17 18 19
0.0

0.1

0.2

0.3

0.4

0.5

0.6

A
F

B

B0 ! K�0µ+µ�

15 16 17 18 19

q2 (GeV2)

0.0
0.2
0.4
0.6
0.8
1.0
1.2

d
B/

d
q
2

(1
0�

7
G

eV
�

2
)

B0
s ! � µ+µ�

15 16 17 18 19

q2 (GeV2)

0.0
0.1
0.2
0.3
0.4
0.5
0.6

F
L

B0
s ! � µ+µ�

15 16 17 18 19

q2 (GeV2)

�0.4
�0.2

0.0
0.2
0.4
0.6
0.8

S
3

B0
s ! � µ+µ�

15 16 17 18 19

q2 (GeV2)

�0.4
�0.3
�0.2
�0.1

0.0
0.1
0.2

�
S

4

B0
s ! � µ+µ�

FIG. 1. Observables for the decays B0 ! K⇤0µ+µ� (upper two rows) and B0

s ! �µ+µ� (bottom row; untagged averages
over the B̄0

s and B0

s distributions). The solid curves show our theoretical results in the Standard Model; the shaded areas give
the corresponding total uncertainties (with and without binning). The dashed curves correspond to the new-physics fit result
C9 = CSM

9 � 1.1, C0
9 = 1.1 (the uncertainties of the dashed curves are not shown for clarity). We also show our averages of

results from the CDF, LHCb, CMS, and ATLAS experiments [14, 51–53, 55] (note that S(LHCb)

4
= �S4 and P 0(LHCb)

4
= �P 0

4).

tainties in Eq. (14) are influenced by the theoretical and
experimental uncertainties, we performed new fits where
we artificially eliminated or reduced di↵erent sources of
uncertainty. In particular, setting all form factor un-
certainties to zero results in C

NP
9 = �0.9 ± 0.4, C

0
9 =

0.7±0.5, and raises the statistical significance for nonzero
(CNP

9 , C
0
9) from 2� to 3�. Reducing instead the exper-

imental uncertainties can have a more dramatic e↵ect,
because some of the angular observables already have
very small theory uncertainties compared to the current
experimental uncertainties.

Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B

0
s ! � µ

+
µ

� data. Equation (14) is
also consistent with the value C

NP
9 ⇠ �1.5 obtained in

Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P

0
4.

Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �

2 by 5.7
and giving �
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the experimental data for all observables in bin 2 only,
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s ! �µ+µ� experimental data above q2 = 14.18GeV2,
with fit parameters CNP
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9. The contours correspond to

��2 = 2.30, 6.18, 11.83.

which gives
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NP
9 = �0.9 ± 0.7, C

0
9 = 0.4 ± 0.7 (bin 2 only). (15)

A major concern about the calculations is the possi-
bility of larger-than-expected contributions from broad
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b→s l+ l- decays
• Past 5 years: new unquenched form factors for b→s semileptonic 

decays of B, Bs, Λb .  Intriguing difference between SM and expt. 

• “Gold-standard” if final state hadron is stable to strong decays.  
Likely to be improved as part of updating FCCC decays. Smaller 
discretisation errors, data at physical pion mass, data at lower q2.  

• Dealing with finite width of vector meson final states appears 
solvable [Briceño, Hansen, Walker-Loud], but there still is a lot of 
work to do. 

• What benefit do smaller form factor errors have in the context of 
contributions from non-local operators?  
[One answer: B → K(*) ν ̅ν, to be measured by Belle II]
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Long distance
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Conclusions

• Lots of activity among several groups using differing 
formulations, methods, configurations 

• Many other quantities that could be shown here,           
e.g. Bc → J/ψ, mixing, decay constants 

• Hadronic matrix elements at increasing precision 

• Interesting problems still to solve
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Lattice ensembles

 31
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Groups are also working on flavour physics with Wilson fermions, 
twisted-mass fermions, other types of staggered fermions, etc.

Results presented here use lattices from one of these ensembles:



CLN parametrization

 32

hA1(w) = hA1(1)[1� 8⇢2z + (rh2r⇢
2 + rh2)z

2 + (rh3r⇢
2 + rh3)z

3]

R1(w) = R1(1) + r11(w � 1) + r12(w � 1)2

R2(w) = R2(1) + r21(w � 1) + r22(w � 1)2

rh2r = 53 , rh2 = �15 , rh3r = �231 , rh3 = 91

r11 = �0.12 , r12 = 0.05 , r21 = 0.11 , r22 = �0.06

Using this “tight” CLN parametrization

Fixed:

IHFLAV = 0.03561(11)(44)

IBelle = 0.0348(12) (unfolded)
I = |⌘̄EWVcb|hA1(1)

Form factors entering helicity amplitudes (massless leptons)

w = v · v0
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CLN uncertainties

 33

hA1(w) = hA1(1)[1� 8⇢2z + (rh2r⇢
2 + rh2)z

2 + (rh3r⇢
2 + rh3)z

3]
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BIG!
small!

Coefficients calculated through Λ/m using HQET & sum rules

V (q2) =
R1(w)

r0
hA1(w) A2(q

2) =
R2(w)

r0
hA1(w)Ratios

What are the uncertainties for the r ’s? 20%? 100%?

Bigi, Gambino, Schacht, arXiv:1703.06124, 
Grinstein & Kobach, arXiv:1703.08170, 

Jaiswal, Nandi, Patra, arXiv:1707.09977,  
Bernlochner, Ligeti, Papucci, Robinson , arXiv:1708.07134,

http://arxiv.org/abs/1703.06124
http://arxiv.org/abs/1703.08170
http://arxiv.org/abs/1707.09977
http://arxiv.org/abs/1708.07134


z-expansion
Series (z) expansion

z =
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t+ � t +
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t+ � t0

t± = (mB ± mF )2t = q2

Choose, e.g.

z
branch cut

t = t+

1

t = t� t = 0

t > t+

F (t) =
1

1 � t/m2
res

���

n

anzn

Simplified series expansion

t0 = t�
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F (t) = QF (t)
KF�1X

k=0

a(F )
k zk(t, t0) QF (t) =

1

Bn(z)�F (z)

Sg =

Kg�1X

k=0

(a(g)k )2  1SfF =

Kf�1X

k=0

[(a(f)k )2 + (a(F1)
k )2]  1

Bn(z) =
nY

i=1

z � zPi

1� zzPi

zPi = z(M2
Pi
, t�)
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The smallness of the coe�cients in the expansions of
R1 and R2 is likely due to cancellations in the expansions
when ratios are taken. Therefore, assuming a relative er-
ror on the rij (i, j = 1, 2) is probably not correct. We
present 2 fits where these coe�cients are given Gaussian
priors equal to 0 ± 1, while the coe�cients in the ex-
pansion of hA1

(w) are given 10% or 20% uncertainties.
The resulting values for I lie in between the tightly con-
strained fits and the 100% uncertainty fit.

Note that the HQET prediction for R1(1) = 1.27 and
R2(1) = 0.80, but in most fits in the literature (as here)
these are free fit parameters. In fact the world average
fit values di↵er from the HQET estimates: Belle’s world
averages are R1(1) = 1.40(3) and R2(1) = 0.85(2) [16].

The fact that the tightly constrained CLN fits describe
the data well, with good �2 for example, is a success for
HQET. It shows that the important physics has been cap-
tured within the accuracy of the theory. However, now
that we are in the high precision era of flavour physics
experiments, we ought to be wary about the accuracy of
the assumptions which go into fitting the data. The ob-
servation that I increases under a relaxation of assump-
tions about the r-coe�cients agrees with other authors’
findings [22–27].

An alternative parametrization for the hadronic form
factors is the one proposed by Boyd, Grinstein, and
Lebed (BGL) [28]. In their conventions the three form
factors entering (assuming the lepton mass can be ne-
glected) are f(z), F1(z), and g(z). Each of these is ex-
panded in a Taylor series about z = 0 after factoring out
a function intended to account for nearby resonances.
Abbreviating t = q2, form factors are parametrized by

F (t) = QF (t)
KF�1X

k=0

a(F )

k zk(t, t0) . (25)

Throughout this paper we take t0 = t�. With appropri-
ately chosen QF ,

QF (t) =
1

Bn(z)�F (z)
, (26)

the magnitudes of the coe�cients a(F )

n are bounded by
unitarity constraints.

SfF =

Kf�1X

k=0

[(a(f)
k )2 + (a(F1)

k )2]

Sg =

Kg�1X

k=0

(a(g)
k )2 (27)

Even stronger bounds can be imposed if one is able
to include all the B(⇤)

! D(⇤) matrix elements, with
(pseudo)scalar and (axial)vector intial and final states
[25], but this is outside the scope of our analysis here.

The two functions in (26) are the outer functions
�F (z), which can be found in the literature e.g. in

TABLE VIII: Bc vector and axial vector masses below BD
⇤

threshold (7.290 GeV) used in the Blaschke factors. Mass
di↵erences [77] are combined with MBc = 6.2749(8) [78]. We
adopt the model estimates of Ref. [23], up to 3 digits.

M1�/GeV method Ref. M1+/GeV method Ref.

6.335(6) lattice [77] 6.745(14) lattice [77]

6.926(19) lattice [77] 6.75 model [79, 80]

7.02 model [79] 7.15 model [79, 80]

7.28 model [81] 7.15 model [79, 80]

Refs. [23, 24, 28], and the Blaschke factor

Bn(z) =
nY

i=1

z � zPi

1 � zzPi

, zPi = z(M2

Pi
, t�) . (28)

The product is over a set of applicable resonances, the
vector B⇤

c states for g and the axial vector Bc states for f
and F1. The resonances included in the Blaschke factor
should be those with the appropriate quantum numbers
and below scattering threshold. There are 4 Bc vector
and 4 axial-vector states conjectured to be below BD⇤

threshold. Table VIII lists calculations of the vector and
axial vector Bc resonances. The model estimate for the
mass of the heaviest vector state is very close to thresh-
old, so has been left out of several analyses, including
here. The magnitude of the Blaschke factors can be very
sensitive to n, so leaving states out reduces the strength
of unitarity constraints. This is illustrated in Fig. 4 for
the QF (q2) for F = f , F1, and g.

Table IX shows the results of BGL fits to the unfolded
Belle data [16], varying the number of states included in
the Blaschke factor and the number of terms kept in the

z-expansion. Priors for the coe�cients a(F )

k are Gaus-
sians with mean 0 and standard deviation 1. Only the
k = 0 and 1 coe�cients are tabulated; the others are
not constrained by the data and remain statistically con-
sistent with 0. As discussed above, the magnitude of
these coe�cients depends on the number of states in the
Blaschke factor. Nevertheless, the results for I are in-
senstive to this. On the other hand, I does increase by
about 0.001, or approximately 0.7�, when switching from
K = 2 to higher order polynomials in z. (Results remain
the same for K > 4.)

The fits presented in Table IX do not enforce the uni-
tarity bounds (27), but these bounds are not close to be-
ing saturated unless only two resonances are included in
the Blaschke factors. Performing the fits with the bounds
enforced did not significantly a↵ect results.

To the extent that unitarity constraints do not a↵ect
the BGL fits, then a simpler approach would be to repre-
sent Q(F )(t) by a simple pole, as in the simplified series
expansion (BCL) [32]. That is, one can parametrize the
form factors by (25) with

QF (t) =
NF

1 �
t

MB+MD⇤

. (29)

Blaschke 
factor

Unitarity 
bounds

MB +MD⇤ = 7.290 GeV

Predictions for Bc vector & 
axial vector resonances
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F (t) = QF (t)
KF�1X

k=0

a(F )
k zk(t, t0) QF (t) =

NF

1� t
M2

P

Using BGL as a guide, choose Nf = 300, NF1 = 7000, Ng = 5 

Simple form which uses less theoretical information.

Clean baseline, against which affects of theoretical input (HQET, unitarity 
bounds) can be measured

11

TABLE IX: Results of z-expansion fits (25), either using the BGL (26) or BCL (29) parametrization. Unitarity constraints
are not enforced in the fit, but the sums Sg and SfF (27) are given for reference (see text). The number of 1+

/1� resonances
included in the Blaschke factor is n

+
B/n

�
B . Terms up to O(zK�1) are included in the fits. Coe�cients of higher order terms are

consistent with zero.

fit n
+
B n

�
B K I a

(f)
0 a

(f)
1 a

(F1)
0 a

(F1)
1 a

(g)
0 a

(g)
1 SfF Sg

BGL 2 2 2 0.0366(14) 0.02996(38) �0.119(51) 0.005017(63) �0.0146(40) 0.031(15) 0.88(50) 0.015(12) 0.78(89)

BGL 2 2 3 0.0376(16) 0.02996(38) �0.147(62) 0.005016(63) �0.030(13) 0.029(14) 0.98(50) 0.13(32) 0.97(98)

BGL 2 2 4 0.0376(16) 0.02996(38) �0.147(62) 0.005016(63) �0.030(13) 0.029(14) 0.98(50) 0.13(33) 0.97(98)

BGL 3 3 2 0.0368(15) 0.01908(24) �0.069(36) 0.003195(40) �0.0073(27) 0.0137(85) 0.63(30) 0.0051(49) 0.39(38)

BGL 3 3 3 0.0379(17) 0.01908(24) �0.088(47) 0.003195(40) �0.0180(85) 0.0125(82) 0.68(31) 0.06(21) 0.46(41)

BGL 3 3 4 0.0379(17) 0.01908(24) �0.088(47) 0.003195(40) �0.0180(87) 0.0125(82) 0.68(31) 0.06(21) 0.46(41)

BGL 4 3 2 0.0369(15) 0.01225(15) �0.035(23) 0.002051(26) �0.0032(18) 0.0137(84) 0.62(30) 0.0014(17) 0.39(37)

BGL 4 3 3 0.0380(17) 0.01225(15) �0.049(36) 0.002051(26) �0.0101(57) 0.0129(84) 0.66(32) 0.04(25) 0.43(42)

BGL 4 3 4 0.0380(17) 0.01225(15) �0.049(36) 0.002051(26) �0.0102(59) 0.0129(86) 0.66(33) 0.04(25) 0.43(43)

BCL – – 2 0.0367(15) 0.01496(19) �0.047(27) 0.002935(37) �0.0029(27) 0.027(13) 0.77(44) 0.0025(26) 0.60(69)

BCL – – 3 0.0378(17) 0.01496(19) �0.065(40) 0.002935(37) �0.0135(82) 0.026(13) 0.82(46) 0.08(38) 0.67(75)

BCL – – 4 0.0382(18) 0.01497(19) �0.310(42) 0.002936(37) �0.0151(83) 0.109(16) �0.29(37) 0.143(67) 0.10(22)

BCL – – 5 0.0382(18) 0.01497(19) �0.310(42) 0.002936(37) �0.0151(83) 0.109(16) �0.29(37) 0.143(67) 0.10(22)

The normalization NF can be chosen so that the series
coe�cients are of the same order of magnitude as in a
particular BGL expansion. We take Nf = 300, NF1

=

7000, and Ng = 5. Once again we fit with priors for a(F )

k
equal to 0±1. The results for I show the same behaviour
for the BCL fits as for the BGL fits.

The virtue of the BCL fit is in its simplicity. The BGL
fit requires theory input for the outer functions �F : per-
tubatively calculated derivatives of two-point functions
at q2 = 0 and nI , the number of spectator quarks ad-
justed to account for SU(3)F breaking. (In the BGL fits
here We take the values given in Table 2 of Ref. [23].)
The Blaschke factor requires as input model estimates
for the excited Bc resonances to include in the Blaschke
factor. If unitarity bounds become tight enough to have
an e↵ect on the fits to data, then the e↵ects of theoretical
assumptions needs to be carefully included in the error
analysis. On the other hand, the BCL fits only take as
additional input the mass of a single resonance, available
to very good precision from lattice QCD. In the future,
fits to the BCL simplified z-expansion could provide a
clean benchmark fit.

Naturally one may obtain a more precise determina-
tion of |Vcb| by including all relevant information, from
HQET, by imposing stronger unitarity bounds [25], and
including light cone sum rule calculations of form fac-
tors at large recoil [82]. Comparison of the di↵erent ap-
proaches would be helpful to highlight the impact of in-
cluding di↵erent ingredients.

In Fig. 5 we compare the results of the tightly con-
strainted CLN fit, the BGL and BCL fits with K = 4,
and the Belle data [16]. For the time being, with only
one experimental data set available to carry out these

investigations, determinations of |Vcb| from B ! D⇤`⌫
are less certain than has been thought. The BGL and
BCL fits to Belle data indicate I = 0.038(2). Ref. [18]
cites a private communication with C. Schwanda giving
⌘̄EW = ⌘EW ⌘Coulomb = 1.0182(16) as the product of the
electroweak factor ⌘EW = 1.0066 and a term accounting
for electromagnetic interactions between the charged D⇤

and lepton in the final state. Combining this with the
weighted average for hA1

(1) from Fermilab/MILC [18]
and this work, we arrive at

|Vcb| = (41.4 ± 2.2) ⇥ 10�3 (30)

where the error is dominated by the experimental and
related fitting uncertainty.

VIII. CONCLUSIONS

We present new unquenched lattice QCD determina-
tions of the zero-recoil form factors hA1

(1) and hs
A1

(1),

sometimes denoted F
B!D⇤

(1) and F
Bs!D⇤

s (1), respec-
tively. This is a valuable, independent check of the Fer-
milab/MILC result for hA1

(1) [18]. More experimental
data about the fully di↵erential decay rate would help
settle uncertainties associated with fitting to form fac-
tor parametrizations. Lattice QCD data away from zero
recoil could also help reduce these uncertainties. Prelimi-
nary results from the Fermilab/MILC collaboration were
presented at the Lattice 2017 conference.
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TABLE IX: Results of z-expansion fits (25), either using the BGL (26) or BCL (29) parametrization. Unitarity constraints
are not enforced in the fit, but the sums Sg and SfF (27) are given for reference (see text). The number of 1+

/1� resonances
included in the Blaschke factor is n

+
B/n

�
B . Terms up to O(zK�1) are included in the fits. Coe�cients of higher order terms are

consistent with zero.

fit n
+
B n

�
B K I a

(f)
0 a

(f)
1 a

(F1)
0 a

(F1)
1 a

(g)
0 a

(g)
1 SfF Sg

BGL 2 2 2 0.0366(14) 0.02996(38) �0.119(51) 0.005017(63) �0.0146(40) 0.031(15) 0.88(50) 0.015(12) 0.78(89)

BGL 2 2 3 0.0376(16) 0.02996(38) �0.147(62) 0.005016(63) �0.030(13) 0.029(14) 0.98(50) 0.13(32) 0.97(98)

BGL 2 2 4 0.0376(16) 0.02996(38) �0.147(62) 0.005016(63) �0.030(13) 0.029(14) 0.98(50) 0.13(33) 0.97(98)

BGL 3 3 2 0.0368(15) 0.01908(24) �0.069(36) 0.003195(40) �0.0073(27) 0.0137(85) 0.63(30) 0.0051(49) 0.39(38)

BGL 3 3 3 0.0379(17) 0.01908(24) �0.088(47) 0.003195(40) �0.0180(85) 0.0125(82) 0.68(31) 0.06(21) 0.46(41)

BGL 3 3 4 0.0379(17) 0.01908(24) �0.088(47) 0.003195(40) �0.0180(87) 0.0125(82) 0.68(31) 0.06(21) 0.46(41)

BGL 4 3 2 0.0369(15) 0.01225(15) �0.035(23) 0.002051(26) �0.0032(18) 0.0137(84) 0.62(30) 0.0014(17) 0.39(37)

BGL 4 3 3 0.0380(17) 0.01225(15) �0.049(36) 0.002051(26) �0.0101(57) 0.0129(84) 0.66(32) 0.04(25) 0.43(42)

BGL 4 3 4 0.0380(17) 0.01225(15) �0.049(36) 0.002051(26) �0.0102(59) 0.0129(86) 0.66(33) 0.04(25) 0.43(43)

BCL – – 2 0.0367(15) 0.01496(19) �0.047(27) 0.002935(37) �0.0029(27) 0.027(13) 0.77(44) 0.0025(26) 0.60(69)

BCL – – 3 0.0378(17) 0.01496(19) �0.065(40) 0.002935(37) �0.0135(82) 0.026(13) 0.82(46) 0.08(38) 0.67(75)

BCL – – 4 0.0382(18) 0.01497(19) �0.310(42) 0.002936(37) �0.0151(83) 0.109(16) �0.29(37) 0.143(67) 0.10(22)

BCL – – 5 0.0382(18) 0.01497(19) �0.310(42) 0.002936(37) �0.0151(83) 0.109(16) �0.29(37) 0.143(67) 0.10(22)

The normalization NF can be chosen so that the series
coe�cients are of the same order of magnitude as in a
particular BGL expansion. We take Nf = 300, NF1

=

7000, and Ng = 5. Once again we fit with priors for a(F )

k
equal to 0±1. The results for I show the same behaviour
for the BCL fits as for the BGL fits.

The virtue of the BCL fit is in its simplicity. The BGL
fit requires theory input for the outer functions �F : per-
tubatively calculated derivatives of two-point functions
at q2 = 0 and nI , the number of spectator quarks ad-
justed to account for SU(3)F breaking. (In the BGL fits
here We take the values given in Table 2 of Ref. [23].)
The Blaschke factor requires as input model estimates
for the excited Bc resonances to include in the Blaschke
factor. If unitarity bounds become tight enough to have
an e↵ect on the fits to data, then the e↵ects of theoretical
assumptions needs to be carefully included in the error
analysis. On the other hand, the BCL fits only take as
additional input the mass of a single resonance, available
to very good precision from lattice QCD. In the future,
fits to the BCL simplified z-expansion could provide a
clean benchmark fit.

Naturally one may obtain a more precise determina-
tion of |Vcb| by including all relevant information, from
HQET, by imposing stronger unitarity bounds [25], and
including light cone sum rule calculations of form fac-
tors at large recoil [82]. Comparison of the di↵erent ap-
proaches would be helpful to highlight the impact of in-
cluding di↵erent ingredients.

In Fig. 5 we compare the results of the tightly con-
strainted CLN fit, the BGL and BCL fits with K = 4,
and the Belle data [16]. For the time being, with only
one experimental data set available to carry out these

investigations, determinations of |Vcb| from B ! D⇤`⌫
are less certain than has been thought. The BGL and
BCL fits to Belle data indicate I = 0.038(2). Ref. [18]
cites a private communication with C. Schwanda giving
⌘̄EW = ⌘EW ⌘Coulomb = 1.0182(16) as the product of the
electroweak factor ⌘EW = 1.0066 and a term accounting
for electromagnetic interactions between the charged D⇤

and lepton in the final state. Combining this with the
weighted average for hA1

(1) from Fermilab/MILC [18]
and this work, we arrive at

|Vcb| = (41.4 ± 2.2) ⇥ 10�3 (30)

where the error is dominated by the experimental and
related fitting uncertainty.

VIII. CONCLUSIONS

We present new unquenched lattice QCD determina-
tions of the zero-recoil form factors hA1

(1) and hs
A1

(1),

sometimes denoted F
B!D⇤

(1) and F
Bs!D⇤

s (1), respec-
tively. This is a valuable, independent check of the Fer-
milab/MILC result for hA1

(1) [18]. More experimental
data about the fully di↵erential decay rate would help
settle uncertainties associated with fitting to form fac-
tor parametrizations. Lattice QCD data away from zero
recoil could also help reduce these uncertainties. Prelimi-
nary results from the Fermilab/MILC collaboration were
presented at the Lattice 2017 conference.
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