
• 11,3M of events were delivered in September (still some FS failure aftermath)

• «Backfill» ~6,7M Events (3,6M Titan core*hours consumed) 

• ALCC:~4,8M events delivered (0,8M Titan core*hours)


• ALCC jobs still triggers one time per week, so big size of submissions works better  
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 Incident with FS (missing files) 
• At some point during Saturday 15, a set of files were ruined in 

CSC108 project working directory (/lustre/atlas/proj-shared/
csc108/)

• Unfortunately, some of this files belong to third-party 

software which required for PanDA at OLCF backfill 
production chain


• Ticket about the issue was open for OLCF support

• Some of the components already restored. I expect, that 

we will back to production soon. 

• We have too much redundant data in our project working 

directory, and it’s not only about volume, but about number of 
files. 

• I would like encourage colleagues one more time for clean 

up of project space


