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LQCD
• BNL: 

• QGP calculations: 
• input data: 255 configurations ~13 TB 
• output data so far: ~176 GB 
• 255 configurations*6 sets each = 1330 jobs 
• job walltime: ~9-12 hours 
• problems: sometimes payloads were going to wrong 

GPU types, although batch description was correct 
• Preparing for next campaigns 

• Thomas Jefferson Lab: 
• Preparations for their campaigns on their own 
• Installed their own instances on NERSC and JLab cluster 
• Doing experiments using CLI tools for PanDA 
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JLab payloads



Future LQCD computing 
infrastructure



Production at BNL: workflow
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Workflow template
name: wf_{{wf_no}} 

jobs: 

   job_{{wf_no}}_0: 

        nodes: 1 

        walltime: “00:30:00" 

        resubmissions: 3 

        queuename: "ANALY_BNL_LOCAL_LQCD" 

        command: |+ 

            sleep 90 

   job_{{wf_no}}_1: 

        nodes: 1 

        walltime: “00:30:00" 

        resubmissions: 2 

        continue_after_last_fail: “yes” 

        queuename: "ANALY_BNL_LOCAL_LQCD" 

        command: |+ 

            sleep 90 

… 

sequence: 

    job_{{wf_no}}_1: job_{{wf_no}}_2 

    job_{{wf_no}}_2: job_{{wf_no}}_3, job_{{wf_no}}_4 

    job_{{wf_no}}_3: job_{{wf_no}}_5 

    job_{{wf_no}}_4: job_{{wf_no}}_7 

    job_{{wf_no}}_5: job_{{wf_no}}_6, job_{{wf_no}}_8 

    job_{{wf_no}}_4: job_{{wf_no}}_7 

    job_{{wf_no}}_6: job_{{wf_no}}_7



CLI tools: workflows



LSST/DESC
• OSG: 2 sites (BNL and Bellarmine)


• GridPP


• 31 Grid endpoints on 12 sites configured for LSST  in UK, 3 endpoints in 
France (LAPP Annecy)


• Manchester alone has put online 3000 job slots which are not strictly 
assigned for LHC experiments.


• LSST software delivered via CVMFS


• Currently: able to acquire around 3,000 job slots without any allocations


• Storage for LSST now available: 7 European sites (~10 TB of transient data 
available, data is transferred to NERSC and removed from storages), 1 US 
(Astro storage @BNL: 200 TB)



Grid setup for LSST/DESC
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PanDA Setup for NERSC
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Current work and future 
plans

• Harvester:

• correct propagation of error codes

• job resubmission


• Data transfers for LQCD payloads:

• Globus Online requires manual activation of endpoints

• Any other way to exchange data with OLCF?


• Conferences/publications:

• CHEP2018 poster: LQCD

• CHEP2018 talk: LSST

• CHEP2018 proceedings: joint LQCD/LSST/other experiments article


• Future plans:

• test LQCD payloads on Summit via PanDA

• use JEDI for generation of workflows?

• GUI for defining workflows/following workflow progress?


