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New Inner tracker
(All Silicon technology)

High granularity timing 
detector

New small wheels

Calorimeter front 
end electronics

New trigger system: 
up to 10 kHz output rate
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Challenge: Skills shortage, Training
(Session on Thursday)

Plot with new optimisation will be shown at CDT

https://indico.cern.ch/event/708041/contributions/3308799/attachments/1810851/2957926/ACAT_2019_Architectures_PC.pdf
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Fast vs Full simulation:
Run 3: 50% of simulation with fast sim
Run 4: 75% of simulation with fast sim 

⅔ of global CPU time for simulation

Event generation crucial
 (generators workshop last Nov)

https://indico.cern.ch/event/751693/


6

● At least ¼ of CPU to be used for Full simulation:
○ Tuning and improvement of simulation very important
○ Example:Neutron Russian Roulette and EM range 

● Fast Chain as a key ingredient
○ Validation as “good for physics” is a major challenge

● New ideas are needed, eg GAN
● Simulation session on Thursday

Challenge:  Do better with less CPU → FastChain

Single photon shower shapes
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Challenge: 
Use accelerators, avoid a 
lock-in to a specific technology

https://cds.cern.ch/record/2239823/files/ATL-DAQ-PROC-2016-045.pdf
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● There is no “opportunistic” disk storage
○ We are on our own…

● Solutions from physics (analysis model)
● Technical solutions

○ Cross-experiment: DOMA -- Session on Wed
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CPU usage 2018
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Last year’s picture in Naples


