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I SuperKEKB/Belle II: in a nutshell 2

Resistive Plate Chambers (barrel outer layers)
Scintillator + WLSF + SiPM’s (end-caps , inner 2
arrel layers)

\ L rile cation
electrons (7 GeV, ~ ( OP, tem (barre

(Ty = 62nm (HER) : o el rogel RICH (fwd)
—_ Beryllium beam pipe / &
G-y - 48nm (LER) [ch:ydiameter PP //L' 7

4

Central Drift Chamber "
He(50%):C2Hs(50%), small cells, long leve
arm, fast electronics (Core element) S

positrons (4 GeV)

* Intensity frontier e*e” collider B-factory experiment with
peak luminosity of 8 X 103> cms (40 times of KEKB).

 Detector is also upgraded to improve performance and to
cope with huge beam background.

* More than 900 Physicists from ~ 100 institutes in 25 countries/region
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I schedule

Calendar year 2016 2017 2018 2019
Japan FY JFY2016 JFY2017 JFY2018 JFY2019
Summer shutdown| Summer shutdown| Power saving Summer shutdowny
(power saving) (power saving) after mid July 2018 (power saving)
:(end Feb.—midJu‘ll. 2018) :w/full Belle ll
phase 1 wetgen 1phase 2 (MR), i phase 3
] ! I - -
w/Qcs |
MR renovation for phase 2, including - “;"B‘z"e Tgmey |
MR startup installation of QCS and Belle II LER thrrt VXD installation
| |
- 1 Assumes phase 3 operation
DR installation & startup R commissioning 9 months/year
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* Plan to accumulate 50 ab™ (x50 times of Belle)
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- Phasel: SuperKEKB commissioning w/o final focusing and w/o Belle Il detector

- Phase2: Collision data taking w/ final focusing. No VXD (2018 Apr-Jul, 500 pb)

- Phase3: Collision data taking w/ full Belle Il detector (2019 Mar): Just started!
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I Computing resource requirements

kHepSpec06

- Up to 2023 (~15 ab™)
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* More than half of CPU usage for MC production.

* One copy for raw data.
* Finally, O(103) kHepSpec CPU, O(100 PB) storage are needed.
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I Network requirement 6
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- Raw data copy is the biggest deal.
- First two years to BNL only
- Shared with other areas after that.

= ~30 Gbps is needed from KEK to the world.

- KEK is connected to US/Europe with 100 Gbps now

CNAF
DESY
KIT
BNL
uvic
SIGNET
IN2P3

DC 2018 DC 2013-2017 DC 2018 DC 2013-2017
From KEK From KEK From KEK To KEK To KEK To KEK
(peak) (average) (peak) (peak) (average) (peak)
20 153 18 18.1 16 9.2
15.9 10,4 6 16.7 11.7 11
20 13.2 5.6 20 12.4 3.2
355 155 12 20.8 157 12.8
13.4 10.5 / 219 16.6 /
7.3 6.7 1.6 10 85 3
Do be done Do be done / Do be done Do be done / 6




I Belle Il distributed computing system 7/

Production Manager Data Manager End Users Operations

BelleDIRAC :
Production client tools ) ( Web I )
Management
I Distributed Data :
( Fabrication ‘ N Management Ry
-’ | \
s DIRAC ( Transformation System ) |\ RMS

wis Y oms
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Cluster

(vovee)

- ..

Cluster

- BelleDIRAC: An extention of DIRAC.

= DIRAC handles jobs and files& production system handles “productions “and “datasets”.
- Distributed Data Management (DDM) to distribute/relocate data

- Software/condition data distribution via CVMFS



Job execution

Sites

Running jobs by Site
113 Weeks from Week 52 of 2016 to Week 08 of 2019

25,000

20,000

Apr 2018 Oct 2018 Jan 2019

Jul 2017

0
Jan 2017 Apr2017

Max: 25,155, Min: 10.3, Average: 11,796, Current: 902

Oct 2017 Jan 2018 Jul 2018

[ DIRAC.UVic.ca 11.6% W DIRAC.RCNP.jp 3.0% @ LCG.KISTLkr 12%
B LCG.KEK jp 99% @ DIRAC.PNNL.us 27% @ DIRAC.PNNL2.us 12%
@ LCG.DESY.de 8.7% M LCG.CESNET.cz 25% M LCG.HEPHY.at 11%
B ARC.DESY.de 7.8% O LCG.KMLjp 24% @O LCG.NTU.tw 10%
O LCG.Napoli.it 7.3% @ DIRAC.UVic-local.ca 20% @ DIRAC.MIPT.ru 1.0%
O ARCKIT.de 6.8% @ ARC.MPPMU.de 19% @ DIRAC.NDU jp 0.9%
B OSG.BNL.us 6.3% M@ LCG.Pisa.it 1.7% M DIRACIITG.in 0.8%
B LCG.KEK2 jp 48% M LCG.Frascati.it 15% M LCG.CYFRONET.pl 0.7%
B ARC.SIGNET si 38% H LCG.CNAF.it 14% ... plus 47 more

Generated on 2019-03-04 03:59:51 UTC

=~2 X 10* jobs constantly running

Type
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Running jobs b~
eek 52 User week IMerge
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, W/0 BG) Skim

i

25,000 (

20,00 G

15,000

jobs

10,000

5,000

o

o]
Jan 2017

Apr 2017 Jul 2017 Oct 2017 Jan 2018 Apr 2018 Jul 2018 Oct 2018 Jan 2018
Max: 25,147, Min: 4.34, Average: 11,783, Current: 894
O MCProduction 80.6% M MCSkim 6.4% @ Merge 0.4%
B MCProductionBGx0 90% @ User 3.6% [O RawProcessing 0.1%

Generated on 2019-03-04 02:21:03 UTC

- ~ 50 sites join. Mainly grid sites. Sizable contribution local cluster sites.

* Mainly for MC now.
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I Beam background

- Huge beam BG compared with Belle.
- Possible efficiency/resolution degradation

* Essential to implement properly
- Largely depend on the acceralator condition.

Need run dependent BG simulation. L N e g

- BG files are prepared beforehand, and “overlaid” in simulated event.

- They are distributed to SEs or shared places.

= Evenin early phase3 only, total amount is several TB to assure randomness.

- Difficult to put in local cluster sites.
- Put part of BG files depending on the CPU resources.

- How to distribute run dependent beam BG is under discussion.

2019/3/18 HOW 2019



Data transfer 10

Transfered data by Destination

Throughput by Destination 113 Weeks from Week 52 of 2016 to Week 08 of 2019
113 Weeks from Week 52 of 2016 to Week 08 of 2019 30 L J ! J T 4 T
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Jan 2017 Apr 2017 Jul 2017 Oct 2017 Jan 2018 Apr 2018 Jul 2018 Oct 2018 Jan 2019
Max: 264, Average: 41.4, Current: 23.5
Max: 2.78, Min: 0.00, Average: 1.12, Current: 2.78
B KEK2-TMP-SE 34.8% O Napoli-TMP-5E 7.9% W DESY-TMP-SE 41% [0 KEK-DISK-TMP-SE 2.2%
O BNL-TMP-SE 20.9% W KMI-TMP-5E 7.7% W KISTI-TMP-SE 2.8%
O KIT-TMP-5E 9.7% [©E CNAF-TMP-SE 7.3% [ CESNET-TMP-SE 26% B KEKZ-TMP-SE 1.0 @O Napoli-TMP-5E 0.2 W DESY-TMP-SE 0.1 [O KEK-DISK-TMP-SE 01
Generated on 2010.03-05 05-37-24 UTC O BNL-TMP-SE 06 M KMI-TMP-SE 02 M KSTI-TMP-SE 0.1
O KT-TMP-SE 0.2 @ CNAF-TMP-SE 0.2 [O CESNET-TMP-SE 0.1

Generated on 2019-03-04 04:46:24 UTC

* Produced MC/data files are collected in “Primary SEs”
= 10 primary SEs (Asia:3, US:1, Europe: 6) among ~30 SEs.

* Replica creation/clearning/BG distribution still in the manual basis
Working on the automation.
- Improvement of BelleDIRAC DDM

201 - Implementation of Rucio into DIRAC 10



I User analysis 11

- Modular analysis with python steering file. e
stdLooseMu ()
v Particle selection.

/ Reconstruction With decay Strlng reconstructDecay('J/psi:mumu -> mu+:loose mu-:loose', '3.0 < M < 3.2')

_ _ _ _ reconstructDecay ('B0: jspiks -> 3/psiimumu K S0:pipi', '5.2 < M < 5.4')
v Vertex fits, flavor tagging, continuum suppression ...
\b:/er‘te;cRave(:'Bzo‘szspiks‘ ,: 00, ':BO.—; ‘[Jl/g;si —>> ‘;nu.+‘ .”mu—] -K_S>OV')

= Many re-discoveries after a few weeks of the first collision.
(including results from user who started analysis after first collision)
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- Starterkit several times/year on a regular basis.
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I Grid based analysis 12

kjobs

Running jobs by User
114 Weeks from Week 52 of 2016 to Week 09 of 2019

_2kjobs

25

= Set of user analysis clients (gbasf2) are developed

S ol bt S R - Submission of job to grid/Check status
- Download output files

15 |
10 |
05t i
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00 A ! = SAA NA TR AL B
Jan 2017 Apr 2017 Jul 2017 Oct 2017 Jan 2018 Apr 2018 Jui 2018 Oct 2018 Jan 2019
Max: 2.35, Min: 0.00, Average: 0.42, Current: 1.66 G d
@ rachac 14.8% O otakyo 32% 0O lisx 0.6% @ dulalbk 0.4%
W mercla 9.8% M jbennett 3.0% O kiyohay 05% M kindo 0.4%
M jtan 8.8% @O sduell 14% M gdujany 0.5% [0 storeB5 0.4%
[ Igreeven 8.4% O niharik: 10% B michmx 0.5% M khsmith 0.4%
B kahn 8.4% [ oberhof 07% @ mm 05% M ami 0.4% .
B kaercher 80% M mattb 0.7% M@ shollit 05% O marcgh 0.4% N ' I l t
B bilokin 79% M@ prasanth 06% W sasorith 05% W nayakm 0.3% a e O r Se O O S
B sgrande 6.1% O gaz 06% © mord 0.4% M zhanagyi 0.3%
B rrasheed 37% M davidrop 06% O hswangtw 04% plus 196 more

- Still several hundreds of jobs in average.
- Approximately half of Belle Il collaborators are registered on DIRAC
- Approximately half of them have experience to submit jobs.

- Expected to increase with the start of data taking.
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I Computing operation 13

X - >
JIRA Expert
& I
QO Investigate
) l
Q &8
> | Monitoring system -
Shirt Monitor Site admin

= ~2 JIRA tickets/day are submitted.

= 90% of expert slots are occupied by 5 members in 2018:

- Difficult to continue 10 years operation.
- Missing great opportunity for students to learn DC world.

- Textbook part Quiz part
Development of training course.
p g -ﬁj &Tj e
E"’" = hlimy
. =) L} ]
- Automated JIRA/ggus submission §om-mly () N

under development
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I Summary 14

* Belle Il has started!
= Quick rediscoveries after the first collisions proved software is ready.

- Computing is stably working.
- ~20000 jobs, 100 MB/s

* Need efforts for long term operation
- Automatization (data operation/monitoring)
- Increase operation man power

Keep growing to find NP from flavor sector.

2019/3/18 HOW 2019 14
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Software Framework: basf2

> Used online and offline

!/"'_"‘\ !/"'_"““\ .
- Dynamic loading of modules Module En&uue Eﬁahm
] #1 #2 #3
- Data exchange via DataStore
» Relations DataStore

> Root |/O

- Belle data input (b2bii)

Module chain

PN

%
Module
#4

\J

StoreArray<Track=> tracks;
for (const Track& track: tracks) {
const PIDLikelihood* pid =
track-=getRelated<PIDLikelihood=>();

1

ARICHLikelihoods

DedzxLikelihoods

ECLPidLikelihoods

Muids

TOPLikelihoods

- Steering via python
— meta-frameworks

——

N\

'Y

Iy
&
&

»

PIDLikelihoads

Path
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17

gOOG UPGRADE

7 1006 G013

1008 a
T qpoG®3.108%

- : SINET(B¥) : TANe/TWA [ASGCNet(&'9) : Internet2(343)

o : IGN(EE) am— - AARNET(A—Z hSU7) e TransPAC(RE])

@IS : KREONET(3E!) @S : SingoREN(=> M-I} s AmLightEX P(KS)/RedCLARA( 5784 ) RNP( 75 Z2JL)/REUNA(F U}
@ CERNET(®E) S : ESnct(#3) G GEANT{AM)

™ & 2076 National Instiite of Informatics gl 10

® JP-EU link upgrade from 2x10G to 1x100G -Feb. 2019 (Tokyo to Amsterdam on
NetherLight + L3 Peering GEANT-SINET)
® JP-NY link replaced by LA-NY 100G link . March 2019

New Trans-Atlantic NY-EU 100G March 2019 - https://kds.kek.jp/indico/event/28721/contribution/2/material/slides/0.pdf
. https://www.nii.ac.jp/service/upload/1_meeting2018_sinet_20181029.pdf
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I Condition Database 18

> User interface similar to DBObjPtr<BeamParameters> beams;
DataStore interface double E = beams->getEnergy();

- Global tag: Assignments of intervals of validity (loV)
to payloads —» Database

- Conditions data stored in objects in root files (payloads)
— Provided via CVMFS or downloaded from server

Belle2db-files
(]

Belle2db

Global tag

http
server

Payload A

10V 3

Lustre file system




Job CPU efficiency by Site
113 Weeks from Week 52 of 2016 to Week 08 of 2019
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- DC central system
- DIRAC main servers are hosted by KEK

- Data transfer (DDM) and major development servers are hosted by

BNL
=™ = ™ ——
KEK i i i i MySQL DB
TN T e
hardware maintained by KEK CRC

services maintained by Belle |

== DIRAC servers for test/development purpose
AMGA @ KEK (Metadata) + i ri LFC@KEK (Replica) at PNNL = BNL (USA)

hardware maintained by KEK CRC hardware [ services maintained by KEK CRC
services maintained by Belle |

D I T e g S = T

DB @ PNNL (= BNL) KEK will have slave DB

hardware maintained by KEK CRC
services maintained by Bellell

YOMS @ KEK  (+ @aDESY)

-

hardware / services maintained by KEK CRC Be”e ” DIStrIbUtEd CompUhng Utlllzes

many existing utilities / services / software
FTS3@KEK (+ @PNNL ~ BNL) as Core Services
hardware / services maintained by KEK CRC
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