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Credits

• D. Hufnagel : JLab presentation ‘Review on current 
workflows and production on HPC centers’ 

• ATLAS slides : D. Benjamin (Presentation in ATLAS site 
Jamboree), A. Klimentov, D. Oleynik, A. Filipcic
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Software/frontier access
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• CMS
− Use local Squids for Frontier at HPC centers. 
− Use local CVMFS Stratum-R or containers for CMS software

• ATLAS
− Some sites provide cvmfs/squid
− For the ones without squids : Run only simulation 



ATLAS : Harvester Data Access
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• Large HPC’s (DOE and NSF) :multi Data Transfer Nodes
• Multi-factor authorization (DOE) → increase complexity for automatic 

TPC
• Globus is available at all HPC centers https://www.globus.org/

• Data In/Out
– PanDA instructions Rucio to transfer files to/from RSE (Datadisk) 

associated with HPC PanDA queue
• Titan (BNL-OSG2)  , NERSC – ALCF (SLACXRD)

– Harvester running on an edge node uses plugins used to transfer data to 
HPC local shared storage

– Harvester plugins clean up old space (sweeper)
– At Titan/Summit – Harvester run edge node – use Rucio client code 
– ALCF and NERSC – Harvester run on login node and use Globus Python 

SDK to trigger transfer via Globus

https://www.globus.org/


ATLAS : ARC Data Access
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• HPC Local storage : essentially a cache managed by ARC code
– Cache is configured with watermarks – deleting last recently used files 

from cache
– Jobs typically run from scratch space which is cleaned up when job 

finishes

• Data In
– Harvester/aCT pulls jobs from PanDA and sends them ARC-CE with 

required input files
– ARC CE queries Rucio for files and downloads them 

• Data is copied with gridftp, xrootd to ARC-CE with what ever is 
preferred protocol 

• Data out
– ARC CE uploads the job output files to preferred grid storage – in Event 

Service case – CERN Object Store, Grid RSE otherwise



CMS : Data Access 

• Remote streaming for input and remote stageout
– Also do static placement of certain samples (pileup)
– Adopting Rucio → benefit from common ATLAS/HPC/Rucio integration

• RAW input data or pre-mixing data as input preferably via 
remote read.
− In practice, pre-staged ~600TB pre-mixing library with Rucio to NERSC 

at 100TB/day using multiple NERSC DTNs in parallel.
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Going forward 
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• Improve robustness of dual use Globus Endpoints/Rucio SE
– working on second endpoint at BNL.
– testing using OSRIS Object Store for Event Service output.

• Dream : Develop universal solution
• Integrate the HPC Data Transfer Nodes into Rucio
• Event Streaming Service for the data flow into the HPC disks
Using access tools from sites → avoids hickup from technology 

changes

Interest to document WLCG requirements 



Backup
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Going forward 
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HPC Use : ATLAS



Relevant Workflows
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HPC and Cloud Use : CMS
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NERSC
In addition to NERSC, CMS has 
allocations at Stampede, Comet, 
Bridges, Jetstream, and Piz Daint.

300,000 cores

200,000 cores

x2 elastic scale out on Google
or 156,000 cores.

normal operations in the rest of the world

Google

So far, we run primarily full chain 
Gen-Sim-Digi-Reco at HPC/Cloud.

This implies O(1)PB pre-mixing 
input sample for digitization.



Relevant Workflows-backup

• Workflows domination HPC:
− Data Reconstruction, i.e. (re-)processing of RAW data.
− Gen-Sim-Digi-Reco, i.e. the entire chain from generator 

through reconstruction.
• Now, and even more so in the future, both are completely CPU 

dominated. IO is small enough that we routinely do remote IO.
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