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Introduction: Simplified data workflow for ATLAS
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In essence: several steps of data processing and then data reduction
First parts on Grid/Cloud/HPC - last step usually on local resources
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ATLAS CPU and DISK resource usage in the past year

• 10-20% of analysis share on the Grid/Cloud - not HPC - mainly single core
serial processing payloads

• Vast majority of 200 PB disk filled with 1-2 replicas of analysis input formats
(AOD/DAOD)

• In addition lots of final analysis happens on local batch farm or computers on
individual ntuples 3/11



ATLAS disk space and CPU projections

• Pile-up < µ >=200 during HL-LHC - probably already in Run3 with longer
periods luminosity levelling at < µ >=53)

• More data luminosity should be matched with corresponding MC samples,
ideally with fast simulation

• → More CPU needed mainly for track reconstruction, simulation and disk
space for more and larger events

• → Gap in resource projections and needs, requires new ideas on workflows,
usage or resources 4/11



New resources - Accelerators

• New HPCs as part of the opportunistic/pledged resources will come with
accelerators e.g. GPUs

• Potential use cases:
• Deep learning training for physics analysis
• Deep learning for (parts of) reconstruction/ simulation
• Port relevant parts of the existing reconstruction/ simulation
• Run event generation (phase space integration step) on GPUs
• Limit setting and other statistical operations at the end of the analysis

• GPU and/or TPUs similarly available at commercial cloud providers - full
integration with experiment workflow/data management systems allows
seamless/transparent access (e.g. Google in ATLAS)

• → Usage of accelerators/GPUs can open access to potentially larger amount
of future resources
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Multithreading and MPI

• WLCG grid resources usually come with a setup of 2 GB/CPU core slot - some
sites provide 3-4 GB/core

• Might see worse memory vs. CPU core ratios in the future on HPCs

• Experiment software frameworks for production have been/are being ported
to multithreading to make better use of memory

• Efficient and safe multithreaded programming not easy if not well guided
within an existing framework

• Analysis is currently predominately single process - multithreading needed ?

• Large machines are also useful for MPI type workflows - ideally workflow
management system should support this - needed at larger scale for analysis?
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Container

• Most software releases are currently distributed world wide via the CVMFS file
system

• Still sometimes tricky library dependencies of experiment software, operating
system, grid middleware and additional analysis software (e.g. machine
learning)

• Containers (docker/singularity) bundle together all software components
easily:

• Natural analysis workflow: start analysis code development locally on
laptop or local farm

• Build/evolve stable container and use continuous integration
• Ship out stable container for large scale processing on the Grid
• Special analysis packages can be easily integrated

• Grid sites (singularity) and many HPCs support container technologies, as well
as Cloud providers

• Transparent integration into workflow management system like PanDA in place
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Disk resources and access

Today
• File based data access is operationally most laborious part in large scale grid
processing:

• Storage element problems - disk pool outages - lost or corrupted files
• Transfer problems
• Today’s large volumes allow only 1-2 dataset replicas

Run3 and HL-LHC
• Rucio as community data management system is a big plus !
• Data volumes exceed projected resources
→ smaller analysis products (size/event in files)
→ Or change paradigm from file to event-centric model

• Ideally common analysis format with few kB/event in size
• Don’t store variables ”just-in-case” or potentially needed for some calibration - move
physics object calibrations up in the analysis chain

• Avoid too many intermediate datasets of many individual users
• No common format for machine learning input (?)
• Ideally 1-2 weeks processing time to produce new version of all data/MC samples
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Disk resources and access - Data lake

Data lake model:

• Store ”important” large data at large sites with hot/cold storage and very good network
connectivity

• Add at remote ”smaller” sites local site cache of several 100 TBs for latency hiding and
data prefetching/caching

• Could be augmented with global namespace or redirector with metalink support - could
stream input from multiple sources into the payload

• Very active R&D in WLCG Doma area

Data lake usage and network
• Setup ideal for lightweight sites to ease burden of storage operations
• Local processing clusters like SWAN or Jupiter notebooks with shortcoming of very
limited data access and no large scale experiment data management integration at
present

• Site cache+data lake could possibly overcome this problem
• Assume analysis job read 1.2 MB/s, Tier2 with 5000 job slots→ 6 GBytes/sec
with analysis share of 20%: WAN 9.6 Gbits/sec
→storage element overloads/network congestions to be carefully avoided
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Data volumes

• ATLAS processes at present ≈200-250 PB/month in PanDA workflow system -
50% analysis and 50% analysis format production - other workflow volumes
small

• HL-LHC projections:
a small sized centralised analysis format with a few
kB/event, has a disk space size of ≈2.5 PB per HL-LHC
year assuming 10 kB/event for 1 replica and 1 version
→Ideal for caching purposes and analysis

• This is only a very small fraction of data on disk
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Summary and Conclusions

• Common data management is a very
good thing

• Expect more accelerator usage on
pledged/opportunistic resources in
production and analysis workflows (also
for ML)

• A small centralised produced analysis
format ideal for site level caching

• More container usage for easy analysis
development and large scale
deployment on different resources
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