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https://sand-ci.org/
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https://opensciencegrid.org/networking/perfsonar/installation/#perfsonar-installation-guide
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https://twiki.cern.ch/twiki/bin/view/LCG/NetworkTransferMetrics#Network_Throughput_Support_Unit


https://toolkitinfo.opensciencegrid.org/
https://toolkitinfo.opensciencegrid.org/








● Core capabilities to effectively deploy and support high-performance science applications 
include high bandwidth, advanced features, and capable gear that does not compromise 
on performance

● Science DMZ architecture is one of the 
examples that brings together performance,
operational and security requirements

● Concerning network components:
● Make sure routers/switches has sufficient

buffer space to handle “fan-in” issues
● Be wary of routers and switches that are over-

subscribed (as this leads to consistent loss)
● Look for devices that have flexible and perfor-

mant ACLs support to eliminate need for stateful firewall which impact performance
● If you’re planning to re-engineer your network, consider SDN/NFV approaches

https://fasterdata.es.net/science-dmz/motivation/
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https://listserv.in2p3.fr/cgi-bin/wa?SUBED1=hepix-nfv-wg
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https://listserv.in2p3.fr/cgi-bin/wa?SUBED1=hepix-nfv-wg


https://indico.cern.ch/event/759388/contributions/3324316/
http://wlcg-soc-wg-doc.web.cern.ch/wlcg-soc-wg-doc/
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● MTU is one of the top operational issues impacting performance/connectivity
● LHCOPN/LHCONE is working on a recommendation
● MTU issues combined with load-

balancing are very challenging to debug

● IPv4 and IPv6 performance could be very different 
● IPv6 is likely to be processed by different branches of code (QoS, firewalls, IPv6 TCP 

stack, etc.) or even different equipment
● Check network path first before looking any further 
● Establishing expectations and test them for both IPv4 and IPv6 is important

● Network paths are dynamic and while sites usually have limited control over this, change 
of route can have major impact on capacity. This applies also to Commercial Clouds 
(which will likely take commercial routes unless you have direct peering)

https://indico.cern.ch/event/725706/
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https://indico.cern.ch/event/527372/#sc-11-3-esnet-aws-pilot-report
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