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Shift notes from the past week:

======================================================

ADCoS/CRC reports from the ADC Weekly and ADCoS meetings:
No reports available this week.

General news / issues during the past week:

9/15: early a.m. - auto-exclusion off-lining event due to rucio ("Failed to get replicas from
Rucio: Database exception"). Sites set back on-line after a few hours.

9/17: ADC Technical Coordination Board:
https://indico.cern.ch/event/757818/

9/18: ADC Weekly meeting:
https://indico.cern.ch/e/755513

MC / Group Production / Reprocessing summaries from the ADC Weekly meeting:
https://indico.cern.ch/event/755513/contributions/3131037/attachments/1717983
/2772269/mccoord_180918.pdf
https://indico.cern.ch/event/755513/contributions/3131038/attachments/1717958
/2772291/ADCWeekly18thSeptember2018.pdf
https://indico.cern.ch/event/755513/contributions/3131036/attachments/1717891
/2772104/DatRepStatus_ADC_18092018.pdf

======================================================

Site-specific issues:

1)  9/14: AGLT2 - file deletion errors ("an end-of-file was reached globus_xio: An end of
file occurred"). A dCache door was stuck in a bad state. Restarting the host fixed the
problem. https://ggus.eu/?mode=ticket_info&ticket_id=137192 was closed on 9/15, eLog
66786.

2)  9/18: AGLT2 - fiber cut between the two sites (UM and MSU). Potentially impacts jobs
at the MSU site, depending on the amount of time needed for repairs. https://ggus.eu
/?mode=ticket_info&ticket_id=137264 in progress, eLog 66835.

Follow-ups from earlier reports:
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(i)  8/29: NET2 - destination file transfer errors ("Communication error on send, err:
[SE][srmRm] httpg://atlas.bu.edu:8443/srm/v2/server: CGSI-gSOAP running on
fts301.usatlas.bnl.gov reports Error reading token data header: Connection closed").
https://ggus.eu/?mode=ticket_info&ticket_id=136936 in progress, eLog 66612.
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