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Committed to open science

Open-access model

40+ research groups worldwide
are using OSIRIS

300+ publications in leading
scientific journals

Large developer and user
community

Detailed documentation and

sample inputs files available

/ Using OSIRIS 4.0

The code can be used freely by

research institutions after
OSIRIS framework

Massively Parallel, Fully Relatms’uc ‘

signing an MoU

Find out more at:

Particle-in-Cell Code

http://epp.tecnico.ulisboa.pt/osiris
Parallel scalability to 2 M cores
-xplicit SSE / AVX/ QPX/ Xeon Phi/

UCLA

Extended physics/simulation models Ricardo Fonseca: ricardo.fonseca@tecnico.ulisboa.pt

TECNICO
LISBOA
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B Weibel ® Ricardo

C 1 | @ localhost:8888/notebooks/Weibel.ipynb b4 o @

5 LWFA1D ®
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co e s u I e e 1 File Edit View Insert Cell Kernel Widgets Hel Trusted | Python3 O
— Jupyter LWFA 1D [autosaved) g P
+ 3= @A B A | MWARun W C | Markdown L
File Edit View Insert Cell Kernel Widgets

* Open-source PIC code suit for plasma physics education
 Fully relativistic 1D and 2D EM-PIC algorithm

 Eletrostatic 1D/2D PIC algorithm

 Requirements

* No external dependencies, requires only C99 compiler

» Optional Python interface

B+ |32 &9 B 4 ¥ MHRin B C Code

In [4]:

# Initialize simulation
sim = emld.Simulation{ nx, box, dt, el

# Add laser pulse
sim.add laser( emld.Laser( start = 17.

# Set moving window
sim.set moving window()

# Set current smoothing

In [12]:

Weibel instability

This notebook shows a demonstration of the Weibel (electromagnetic filamentation) instability in the
collision of electron/positron plasma clouds. In this example we collide an electron and a positron
plasma clouds, moving out of the simulation plane with opposing generalized velocities of

1y = +0.6¢. Both species have the same thermal velocity u,;, = 0.1c in all directions.

import em2ds as zpic

sim.set_smooth({ emld.Smooth(xtype = em electrons = zpic.Species( "electrons", -1.0, ppc = [Z,2],

ufl = [0.0,0.0,0.6], uth = [0.1,0.1,0.1] }
# Run the simulation positrons = zpic.Species( "positrons", +1.0, ppc = [2,2],
sim.run( tmax ) ufl = [0.0,0.0,-0.6], uth = [0.1,0.1,0.1] )

Running simulation up te t = 22.8 ...
n = 1201, t = 22.819
Done.

Longitudinal Electric field and |

import matplotlib.pyplot as plt
fig, axl = plt.subplots()

# Plot values at the center of the cel
xmin = sim.emf.dx/2
xmax = sim.emf.box - sim.emf.dx/2

axl.plot(numpy.linspace(xmin, xmax, nul
axl.set xlabel("xl")
axl.set ylabel("EL")

In [13]:

sim = zpic.Simulation( nx = [128,128], box = [12.8,12.8], dt = 0.07,
species = [electrons,positrons] )

sim.run( 35.0 )

Running simulation up to t = 35 ...
n = 501, t = 35.07
Done.

Magnetic Field

import matplotlib.pyplot as plt
import numpy as np

Bperp = np.sgrt( sim.emf.Bx**2 + sim.emf.By**2 )

range = [[0,sim.box[0]],([0,sim.box[1]]]

. plt.imshow( Bperp, interpolation = 'bilinear', origin = 'lower',
° jupitier NOTeDOOKS
ax2 = axl.twinx() extent = ( range[0][0], range[0][1], range[1][0], range[l][1] ),
ax2.plot(numpy.linspace(xmin, xmax, nul aspect = 'auto', cmap = 'jet')

* Includes set of Python notebooks with example problems

 Detailed explanations of code use and physics

ax2.set_ylabel("|$n$|")
ax2.set_ylim{0,2)

plt.title("Longitudinal Electric Field
plt.grid(True)

fig.legend(loc = (0.75,0.70))
fig.tight layout()

plt.colorbar().set_label('Magnetic Field')
plt.xlabel("$x 15")

plt.ylabel("$x 25")

plt.title( "Magnetic Field\nt = {:g}".format(sim.t))

plt.show()

Magnetic Field

 Also available through Docker o ‘*
« |f you just want to run the notebooks you can use a .

Docker image available on DockerHub: zamb/zpic

Zpic@edu

T T T T T T T 1
0.0 25 5.0 75 100 125 150 1T

A
jupyter
v

w1

Come find us on GitHub
github.com/zambzamb/zpic



Outline

 Review of the Particle-In Cell Algorithm

- Plasma simulation using particles

- The Particle-In-Cell algorithm

- Units and Normalization

- Time-step considerations

 Modelling LWFA with PIC Codes
- Choice of normalization units
- Resolution and box size
- Simulation Particles

- Useful diagnostics

 Running ZPIC on your Computer
- Compiling from source

- Using a Docker image

- Hands-on examples
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Overview of Plasma Simulation Algorithms

 Plasma Simulations Using Particles Cinetic

- Pioneered by John Dawson and Oscar Buneman circa 1960 Description Fluid Description
- Use macro particles to simulate large spatial regions

- 1simulation particle corresponds to many plasma

particles

- Particle-Particle simulations

- Computations go with O(Np2?)

- Lomputationally very demanding Vlasov, Fokker-Planck Codes Particle | ____ Hybrid Codes | - - - - MHD Codes

Codes

« Particle-In-Cell algorithms

- Interact particles through fields

- Discretize fields on grids

- Interpolate fields at particle positions to calculate forces

Compute the motion of a collection of charged particles,

- Deposit particle charge/current on a grid | | | _ _
interacting with each other and with external fields

- Particle-Mesh algorithm
- Computations go with O(Np)

- Still computationally heavy but much more tractable



The particle-in-cell (PIC) Algorithm

* Fully Relativistic, Electromagnetic Particle-In-Cell algorithm
- Discretize Electric and Magnetic fields on a grid
da ¢ 1 - Cell size must resolve shortest relevant lengths in the simulation
E+—uxB

YcC

dt m - Typically the laser wavelength or the plasma skin depth

- Represent plasma particles with simulation macro-particles

Integration of equations of motion,
moving particles

- Free to move in entire nD-3V phasespace

Fi—u =X i '
/ \ - Each macro-particle represents several plasma particles

— - Must have enough particles per cell to properly resolve velocity
Weighting " Weighting distributions
(E,B);—~F Oou; = )  Fields and particles don’t exist in the same simulation topology
\ - Field quantities are limited to grid points
Integration of Field
Equa%ionsonthegrid 4/ - Field interpolation connects fields — particles
Ji—(E,B), - Current deposition connects particles — fields
OE SR am  Four major steps
3 ¢ ] - Field interpolation
oB = - |
B__ o.g Particle advance
ot - Current deposition

- Field advance

Zpic@edu




Interpolating the fields

* Particles are free to move to any position

- Field are discretized on a grid

- Field values at particle positions are required to
advance particle momenta

* Interpolate fields at particle positions

- ZPIC uses linear interpolation
- In 2D this can be viewed as area weighting

- The interpolating scheme must be consistent with
charge / current deposition

R | [ [ | R R e S

« Momentum conserving algorithm < >

- Avoids self-forces Ax

o A AR + AE + AE,
part A

- dp/dt = 0 for single particle




Pushing the particles 1L

" Advance generalized elocity and position of individual

particles

- ZPIC is a fully relativistic code so we work withu =y 8

instead v.
- _ n—1/2 qE" At

- We use a leap-frog scheme to integrate particle motion: . u =u

m 2
- Positions (x) are defined at integral time-steps tn

ii. u=u 4+u Xt
- Velocities (u) are defined at half time-steps tn+":
_I_

- Second-order accuracy in time iii. U =u +u XS
n
v w2 = gt 4 gE” At
* Velocities are integrated using a relativistic Boris pusher m 2

- Separate E and B contributions

I.  Accelerate with 2 electric impulse

ii. Full magnetic field rotation

iii. Add remaining Yz electric impulse

- Fully relativistic, second order time accurate Advance positions

- By construction, no work from B field n+1/2

u
x"t1 = x4 At

n+1/2
* Position advance is straightforward /

- ZPIC stores cell index and position inside cell
Boris, JP Proc. Fourth Conf. Num. Sim. Plasmas (1970) 3-67



Depositing the current

e Connects particle motion to field equations x,y € [-12,1/]

- Current deposition must satisfy continuity equation:
dp
ot

- The operator V' corresponds to the finite difference
approximation

v

J. @+1y)
- Simply depositing pv does not conserve charge |

- Critical to guarantee the solutions to Maxwell’s
equations are self-consistent Ay

« Exact charge conserving current deposition scheme

- Developed by Villasefior and Buneman for linear
interpolation

- Looks at particle motion, not velocity

- Limited to motion inside single cell

- If particles cross cell boundary, motion is split into < >
segments that don’t cross boundaries Ax

Villasenor & Buneman Comp. Phys. Comm. 69 (1992) 306-316
10



Advancing the EM fields

« EM Fields are advanced in time using Maxwell’s equations
using the deposited current as source terms

- Rearrange Ampére’s and Faraday’s laws:

oK .
— =V XB—]
ot
oB
— =—VXE
ot
- Discretize temporal and spatial derivatives using finite

differences

o Careful time and spacial centering of quantities leads to 2nd
order accuracy

- ZPIC uses the Finite Difference Time Domain (FDTD)
algorithm

- Fields are staggered in time for 2nd order accuracy

- Eis defined at times tn

- B and j are defined at times tn+"

- Bis later time centered for use in particle advance
- And also in space:

- Spatial derivatives are also 2nd order accurate

11
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Choice of time-step

e Choice of time-step is dominated by the FDTD
solver (in sim. units):

b Ar< Ax
2 A< (Ax 24 Ay D)3

 |f time step is larger than Courant condition the
field solver becomes unstable

 |f time step is much smaller than courant

condition for large k, vpn drops as low as 2/t =
0.637cC

» Relativistic particles may have v > vg

- Numerical Cherenkov

Numerical dispersion relation for

 Ax 1D FDTD Solver
E At _
3.0; AX
2.0
~ Unstable 0.1
1.5
1.0
0.5| Stable
lllllllllllllllllllllllllllll k Ax
05 10 15 20 25 3.0




Units and Normalization in ZPIC

e Careful choice of units and normalization is critical

- Avoids multiplication by several constants (e.g. me, e and ¢) improving 0,
performance and numerical accuracy. x = —x
- By expressing the simulation quantities in terms of fundamental plasma C
quantities the results are general and not bound to some specific units we
may choose
Y p, B P B YV - u
* Units and normalization in ZPIC mSPC ¢ ¢

- The frequencies are normalized to a normalization frequency, w,. Time is
normalized to wn™. clw

2
|
D
>
e

- Proper velocities are normalized to the speed of light, c. Space is normalized m C‘2
to c/wn. €
- Charge and mass are normalized to the absolute electron charge, ¢, and the /
electron mass, m.. The fields are then normalized appropriately. B — o ¢ a)n B
- The density is normalized to w,2 (the normalization frequency squared). So if mecz

the density is 1 at a given location then the normalization frequency is the

lasma frequency at that location. . .
P | Y mysp IS the mass of the species

Zpic@edu

- If the laser frequency is 1, then the normalization frequency is the laser
frequency and the density is normalized to the critical densify (for that laser
frequency).

13
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Reference length and time

Choose the normalization

Plasma sets reference

Plasma density is unity Reference laser frequency is unity
* Normalize lengths to plasma skin * Normalize plasma density to critical
depth and frequency to plasma density; length to inverse laser
frequency wavenumber
Example Example
* Plasma density np =108 cm-3 * Laser wavelength Ag=1pm
* Plasma frequency wp ~ 5.64 x 10" rad s~ * Laser frequency Wo~2.34 x10% rad s
* Laser wavelength Ag=1 pm * Critical frequency ngit ~ 1.72 x 1027 ¢cm-3
* Laser frequency Wo~2.34 x10% rad s~ * Plasma density np=10"8 cm-3
* Normalised laser frequency is Wo/Wp ~ 41.5 * Normalized plasma density np/neit~ 5.8 x 104

Both (and other) normalizations are possible. In this session we will use the plasma as the reference!
15



Choosing the spatial resolution

16

Laser propagates in an underdense plasma

~ Np<<Nerit | >\0 < >\p | Wp<K Wo

Need to resolve the smallest scale length

- > 20 - 30 cells per wavleng

Plasma wave

- Skin depth sets the plasma scale length

- ¢/Wp~5.3 um/( ny[10"8 cm-3] )1/2

Laser

- |laser wavelength sets the laser scale length

- Ao~ T1pum ~ 0.18 (np [108cm-3] )12 ¢/ Wy

[9)
S 3
o @) X
= c Of
(c — [
© T
Q. [
o v, . v, Y]
-30 -20 -10 0
{[C/wp]
4 ....................
> |
) :
N <
E g Of
a |
A S
T |
% .
I L
-30 -20 -10 0
{[C/wp]

Longitudinal spatial Resolution: Ax ~ Ao/# ~ 0.18/# ( np [108cm-3] )1/2 c/w),
H# > 20-30 (number of cells per laser wavelength)



Simulation box dimensions

e Simulations are done in a moving window

moving at the speed of light
HENUERVENE Laser length

>\p ~2]TC/wp : : TL ~ >\p

E<—>: E(—)E

- The simulation box does not need to hold the
entire propagation length

e Simulation box needs only to model the
relevant structures in the accelerator

- Laser driver and initial trailing buckets of
accelerating structure

 Box size determined by largest relevant
structures

- Longitudinally

- a few plasma wavelengths long

- >4 Ap~25c/wp
- Transversely (2D) 960 965 970 975 080 085

- Laser pulse waist / transverse bubble size X, [c/w]

- >4 Np~25c/wp

17



Setting up the simulation: cells, particles

Particles per cell: »1in 1D (e.g. 64) and around 10 in 2D

 Simulation grid

- Boxlength: L=4 A,
- 20 points per laser wavelength

- Ax ~ Ao/20 ~0.18/20 = 0.009 ¢/ wy
- Number of cells ~L / Ax ~ 2800 cells

* Simulation particles

- Number of particles per cell must resolve
local phasespace

- »1in 1D (e.g. 64)
- ~10in 2D

- Higher numbers improve phasespace
resolution (detailed distribution tails)

- Also reduces simulation noise

& >
Longitudinal cells: 4 A, /(0.18/20 c/wp) ~ 2800 cells (np =108 cm-3)

18



Usetul diagnostics

+ Plasma density Longitudinal Electric Field and Plasma Density
- Charge density of the background plasma 03 ] L=220819 = 2 00
- Wave structure and particle loading | — b _
0.2 1 — In
* Longitudinal electric field 30
- Accelerating / decelerating fields 0.11 125
= 00 1 100 €
e Transverse electric field
- Laser field -0.1 1 | o7
- Focusing / defocusing fields (2D) 050
-0.2 1
025
« Particle phasespace
, , —0.3 - T T T T T T T —- 000
- Show particle momenta as a function of 00 25 S50 75 100 125 150 175 200
position x1

- Most common is u1/x;
- Wave structure and particle acceleration Simulations performed in a moving window that travels at c

19



Plasma density and longitudinal electric field

Simulations performed in a moving window that travels at c

Particle '”JECt'O” decelerating field when E>0!

031 r 200

R—
= In|

0.2 1
+150
0.1 L1925
~ 00 1 |“l\~ 100 €

175

A

-0.1 1 %
050 Plasma oscillating in the laser field
_02 4
025
0 —L- 0.00
0. 10 0 12 5 . 200
Plasma wave x1

accelerating field is when E<O!

20



Transverse electric field (2D/3D)

21

 Transverse electric fields
- Laser pulse

- Transverse wave structure

* Also laser pulse

- In this example the laser was
polarized out of the plane

25

20

10

0

Transverse electrnc field
t =22.008

0.0 25 5.0 75 100 125 150 175 200
X1

Simulations performed in a moving window that travels at c

0.08
0.06
0.04

-0.06
-0.08



Focusing fields: non relativistic particles

E. is the focusing force for non-relativistic particles [(vxB / c), <« E,]
electron focusing when E>0 (red) 0.08

»
.
S

0.06
0.04

electron focusing when E<O (blue)

00 25 5.0 75 100 125 150 175 200
X1

e —————

Simulations performed in a moving window that travels at c
22



Focusing tields: Ultra-relativistic particles

Focusing force for a ultra-relativistic particle:
E:+Vv|xBoe/c=E:-Bo

relativistic electron focusing when E-Bs > O (red)

0.0 25 5.0 75 100 125 150 175 200
X1

23



Longitudinal phase-space

ul-x1 phasespace

t=22819
J
150 1 '
125 1
* Longitudinal particle phase-space 100 A
- Plots momenta vs. position 075 4

ul

- Phasespace density or 1 point per
particle 0.50 1

- Most common is longitudinal |
momenta vs. longitudinal position | r

€. L 0.00

-0.25
1—v ' ' ' ' —

T T T
0.0 25 50 75 100 125 150 175 200
x1

Simulations performed in a moving window that travels at c

24



Particle acceleration and deceleration

In plasma based acceleration: Energy [mec2] =y -1 =¥ = ui [me c]

Trapped particles being accelerated ul-x1 phasespace
t=22819

energy gain (ur > 0)

ul

__ Particles oscillating in the laser field

enerey loss (U< 0
T T T T T T g\/ T ( 1 r)—l
00 25 }/6 15 10.0 12.5 150 175 200

Plasma oscillating in the wakefield
25
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Running ZPIC - Option 1- compile from source

 Build from ZPIC source
zamb@zamblap-2 ~/S/z/python> make

ZPIC itself has no external dependencies, and requires only python3 setup.py build_ext —if
, . Compiling emld.pyx because it changed.
a (99 compliant C compiler Compiling em2d.pyx because it changed.
Compiling esld.pyx because it changed.
- gcc, clang and intel tested Compiling emlds.pyx because it changed.
Compiling em2ds.pyx because it changed.
- The code is open-source and hosted on GitHub B el ce 1 ol

[2/5] Cythonizing emlds.pyx
: : [3/5] Cythonizing em2d.pyx
https://glthub.com/zambzamb/zplc [4/5] Cythonizing em2ds.pyx

R
pes -I/opt/intel/intelpython3/include -I/opt/intel/intelpython3/include -std=c99 -I. -I/opt/intel/intelpy
thon3/include/python3.6m —c ../em2ds/zdf.c -0 build/temp.macosx-10.6-x86_64-3.6/../em2ds/zdf.o

. . /usr/bin/clang -bundle -undefined dynamic_lookup -L/opt/intel/intelpython3/1lib -L/opt/intel/intelpython3/

° Bl.llld PVthon mterface lib -arch x86_64 build/temp.macosx-10.6-x86_64-3.6/em2ds.o build/temp.macosx-10.6-x86_64-3.6/../em2ds/cha
, , , . rge.o build/temp.macosx-10.6-x86_64-3.6/../em2ds/current.o build/temp.macosx-10.6-x86_64-3.6/../em2ds/emf

- The P\/thOﬂ interface requires 4 P\/thOI‘I3 installation .0 build/temp.macosx-10.6-x86_64-3.6/../em2ds/fft.o build/temp.macosx-10.6-x86_64-3.6/../em2ds/filter.o b
uild/temp.macosx-10.6-x86_64-3.6/../em2ds/grid2d.o build/temp.macosx-10.6-x86_64-3.6/../em2ds/particles.o

- We recommend the Intel Python distribution build/temp.macosx-10.6-x86_64-3.6/../em2ds/random.o build/temp.macosx-10.6-x86_64-3.6/../em2ds/simulatio

n.o build/temp.macosx-10.6-x86_64-3.6/../em2ds/timer.o build/temp.macosx-10.6-x86_64-3.6/../em2ds/zdf.o0 -
L/opt/intel/intelpython3/1ib -0 /Users/zamb/Source/zpic/python/em2ds.cpython-36m-darwin.so

- The interface also requires NumPy and Cython packages to SR e e

be installed
- Just use the Makefile in the python subfolder of the ZPIC S TP ]
diStribUtion 17:13:47.845 NotebookApp] JupyterLab extension loaded from /opt/intel/intelpython3/1ib/python3.6/site-packages/jupyterlab

[I
[I 17:13:47.845 NotebookApp] JupyterLab application directory is /opt/intel/intelpython3/share/jupyter/lab
. . . [I 17:13:47.850 NotebookAppl] Serving notebooks from local directory: /Users/zamb/Source/zpic/python

- This will also compile all of the ZPIC codes [I 17:13:47.850 NotebookApp] @ active kernels

[I 17:13:47.850 NotebookApp] The Jupyter Notebook is running at:

[I 17:13:47.850 NotebookApp] http://localhost:8888/7token=676ee830df601408ba79a6ecfdc0db560784fc654521b963

[I 17:13:47.850 NotebookApp] Use Control-C to stop this server and shut down all kernels (twice to skip confirmation).
[

17:13:47.854 NotebookApp]

° USIng the IUPVter nOtEbOOkS Copy/paste this URL into your browser when you connect for the first time,
to login with a token:
1 1 I l http://localhost:8888/?token=676ee830df601408ba79a6ecf@c@db560784fc654521b963
ReqUIres d WOI’kIng Jup\/ter + P\/thon |n5ta”at|0n [I 17:13:48.855 NotebookApp] Accepting one-time-token-authenticated connection from ::1

. . . . (W 17:13:49.797 NotebookApp] 404 GET /static/components/moment/locale/en—-gb.js?v=20190314171347 (::1) 9.97ms referer=http://1
- Again, we recommend the Intel Python distribution ocalhost:8888/notebooks/LWFA%202D. ipynb
[I 17:13:50.348 NotebookAppl] Kernel started: 96761370-79fb-4e91-bf01-6c6f0143ceab

[I 17:13:51.092 NotebookApp] Adapting t tocol v5.1 for k 1 96761370-79fb-4e91-bf01-6c6T0143ceas
Launch Jupyter and open one of the example notebooks ] e s b el e U

27


https://github.com/zambzamb/zpic

Running ZPIC - Option 2 - use a Docker container

e Install Docker desktop on your computer

[zamb@zamblap-2 ~> docker run -p 8888:8888 -t ——rm zamb/zpic

34

34,
34.
34.
.670 NotebookApp

455 NotebookApp] Writing notebook server cookie secret to /home/jovyan/.local/share/jupyter/runtime/notebook_cookie_secret
668 NotebookAppl JupyterLab extension loaded from /opt/conda/lib/python3.7/site-packages/jupyterlab
668 NotebookAppl JupyterLab application directory is /opt/conda/share/jupyter/lab

Serving notebooks from local directory: /home/jovyan

- Available for free at: Executing the command: jupyter notebook
17:06:
- https://www.docker.com/products/docker- et
desktop 17:06

117/
17/0
1l7/c

06:
06:

06

34.
34.
34.
:34.

670 NotebookAppl http://(d02798c226cc or 127.0.0.1):8888/?token=0dd946005de@e6db9083cad39eab6faffd24cd51bdd8d55d
671 NotebookAppl Use Control-C to stop this server and shut down all kernels (twice to skip confirmation).
671 NotebookAppl

]
]
]
670 NotebookAppl The Jupyter Notebook is running at:
]
]

1 Copy/paste this URL into your browser when you connect for the first time,
°
Run the ZPIC Image to login with a token:

http://(d02798c226cc or 127.0.0.1) :8888/?token=00d0460050c0e60D0083ca030ea00Tat T 4caoabadsassd

- The ZPIC container image is hosted on DockerHub

- Open a terminal window and type the following
command

— > docker run -p 8888:8888 -t zamb/zpic

- The first time you do it, it will download the ZPIC
container image. This can take a little time.

 Open aweb browser on your computer and point it to
the appropriate port

- Typein the following as the address

— localhost:8888/?token=[TOKEN]

- Get the [TOKEN] value from the output of the docker
run command

- The port number must match the docker run
command
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New Tab X 4

¢ & localhost:8888/?token=6a5923150af1€61987351e53e2dacb8335824aa56349df94 &

== Apps FCT : Projectos FCT : Curriculum... [ Intel® C++ Compil... [ Intel(R) C++ Com... » | [ Other Bookmarks

Gmail Images

O

Search Google or type URL


https://www.docker.com/products/docker-desktop
https://www.docker.com/products/docker-desktop

Using ZPIC Notebooks

* Jupyter notebooks

Home X R-L Waves LWFA 2D
- Similar to Mathematica notebooks but for Python & © localhost:8888/notebooks/R-L%20Waves.ipynb
_ Run in a Web browser : Jupyter R-L Waves (autosaved) ? Logout
File Edit View Insert Cell Kernel Widgets Help Trusted |Python3 O
- Organized in a sequence of cells IR ST -
- Each cell can contain Python code or annotations N T 0 o 1. 0/ (e
plt.plot( k, w, label = "R-wav SR » A
plt.ylim(0,12) A @ localhost:8888/notebooks/LWFA%202D.ipynb
. . u plt.x1lim(0,12) s
e The codeis runsinside the notebook plt.xlabel("$k$ [$\omega n/c$] — Jupyter LWFA 2D uosaved @ Logout
plt.ylabel("$\omega$ [$\omega |
e . . plt.title("R/L-waves dispersio File  Edit View Insert Cell  Kernel  Widgets  Help Trusted | Python 3 O
- Initialize the simulation
plt.legend() + xx & B 4 ¥ MRun B C  Markdown 4
- Run tO SpEC'ﬁEd t|me pie-show() Accelerating Field
- Access simulation data directly to visualize output e T 131 R
range = [[0,sim.box[0]],[0,sim.box[1]]]
- Several examples prOVIdEd plt.imshow( sim.emf.Ex, interpolation = 'bilinear', origin = 'lower',
extent = ( range[0][0], range[0][1l], range[l][0], range[l][1l] ),
aspect = 'auto', cmap = 'jet')

W [whn]

plt.colorbar().set label('SE 1$5')

plt.xlabel("$x 1$")

plt.ylabel("$x 2$")

plt.title("Accelerating Field\nt = {:g}".format(sim.t))

e Saving simulation output not necessary

- Example simulations runin ~ 1 minute Y
- Visualize results in the notebook . e
- Interactively modify simulation parameters 1 !
- If required (e.g. for longer simulations) the code can . '. “ ) 00
save simulation results to disk
- Files are saved in the ZDF format | I

0 L] T T 1 L] L ]
00 25 50 75 100 125 150 175 200
X1

- a Python module is provided to read these files
29
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Launch a ZPIC notebool

e Option1- Compile from source
i.Compile the code
ii.Launch the Jupyter notebook from the source folder:

> jJupyter notebook LWFA1D.ipynb

e Option 2 - Use a Docker Container
I.Install Docker
ii.Launch the zpic container

> docker run -p 8888:8888 -t -v S$SPWD:/home/jovyan/work zamb/zpic

- This mounts the directory $PWD on the directory work on your container so you can save
changes to the existing notebooks or create new ones
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Example: Laser Wakefield Accelerator

32

10

Simulate a laser wakefield accelerator:

0.8 1

 Add an ultra-intense laser beam as a driver (ag~2) 06 -
04
* Choose laser length smaller than A, | 02
0.0 4
-0.2 -
-0.4
-0.6 1
Questions:

Longitudinal Electric Field and Plasma Density
t =100.016

el

0.0 25

5.0

1.5

100 125 150 175 200
x1

200

-175
-150

-125

-100

-0.75

- 0.50

- 0.25

0.00

In|

1.can you observe particle injection and trapping?

2.is the energy gain consistent with the longitudinal electric field values?

3.describe and justify the shape for the plasma electric field in the region 50 -
where particles accelerate 0 -
3 301

4.could you accelerate positrons in this plasma wave? where would you
place them and with what initial velocity/energy? try to simulate!

ul-x1 phasespace

t

= 100.016

|
|

»

0.0

25

5.0

15

100 125 150 175 200

x1




Example: plasma beat wave accelerator

33

Simulate a plasma beat-wave accelerator:
*Super-impose three laser modes with frequencies differing by wy

(e.g. Wo =10, 11 W)

*Choose Laser length »A,

Questions:
1.why does the plasma wave amplitude increase along the pulse?

2.what happens if the the initial frequencies of the lasers are not
separated by the plasma frequency? Why?
3.compare the trapping threshold, as a function of the peak laser ay,

for a standard LWFA (with pulse length smaller than A;) with the
beat-wave accelerator. Which one is the lowest?

4.Decrease the amplitude of the laser side bands and run the
simulation for longer times. What happens to the laser?

|

z—ct [Arb. Units]




Example: plasma wakeftield accelerator

Longitudinal Electric Field and Plasma Density
t = 150.03

100 — By

Simulate a plasma wakefield accelerator: 075 1 — Orer
» Use an ultra-relativistic particle beam as a driver zz:
25 1
*e.g. us =100, length ~ 10 c/wy, density ~ 0.3 0007 =
-0.25 A v \ 0
* Choose plasma length »A, w050 )
-0.75 -

—100 1 L | 1 L L 1 1 L
00 25 5.0 75 100 125 150 175 200
X1

Q“EStionS: ul-x1 phasespace
1.Why does the head of the driver loose energy? 100 | ==
2.\What happens to the energy of the driver if it has a length B0 -

comparable to Ap? 60 -

ul

3.What is the phase velocity of the plasma wave?

4.Can you observe plasma electron trapping and acceleration?

- 6 8 10 12 14 16 18
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