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Probing New Physics with EW penguins

Look at observables that:
1 Have a small SM contribution
2 Can be measured to high precision
3 Can be predicted to high precision

→ Flavour Changing Neutral Currents in SM
� Loop level
� GIM suppressed
� Left-handed chirality
→ NP could violate any of these

∆F = 1 Rare B decays
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An intriguing set of results

1. Tests of Lepton Flavour Universality in decay rates of B → K (∗)`+`−

→ Cancellations of hadronic uncertainties in predictions

2. Measurements of decay rates of B → K (∗)µ+µ− and Bs → φµ+µ−

→ Large theory uncertainties.

3. Angular analyses of B → K (∗)µ+µ− and Bs → φµ+µ−

→ Can access observables with reduced dependence on theory
uncertainties
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1. Lepton Flavour Universality tests
� Ratios of form: B(B→K (∗)µ+µ−)

B(B→K (∗)e+e−)
= 1.0 in SM with O(10−4) error

[JHEP07(2007)040]

� Up to O(1%) corrections due to QED corrections [EPJC76(2016)8,440]

→ Any statistically significant deviation is smoking gun for New Physics

→ Measure: RK (∗) =

∫ dB(B→K (∗)µ+µ−)
dq2 dq2

∫ dB(B→K (∗)e+e−)
dq2 dq2Previous RKú and RK results (LHCb Run 1 data)

LHCb: PRL113(2014)151601

BaBar: PRD86(2012)032012
Belle: PRL103(2009)171801
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LHCb: JHEP08(2017)055

All LHCb results below SM expectations:
I RK = 0.745+0.090

≠0.074 ± 0.036 for 1.0 < q2 < 6.0 GeV2, ≥ 2.6 ‡ from SM;
I RKú = 0.66+0.11

≠0.07 ± 0.03 for 0.045 < q2 < 1.1 GeV2, ≥ 2.2 ‡ from SM;
I RKú = 0.69+0.11

≠0.07 ± 0.05 for 1.1 < q2 < 6.0 GeV2, ≥ 2.4 ‡ from SM;
Together with b æ sµµ results, RK and RKú constitute an interesting pattern of anomalies,
but the significance is still low.

3 Thibaud Humair

Run1: RK : Central-q2: 2.6σ from SM
Run1: RK∗ : Low-q2: 2.1-2.3σ from SM, Central-q2: 2.4-2.5σ from SM
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NEW: Update of RK in 1.1 < q2 < 6.0 GeV/c2

[LHCb arXiv:1903.09252]
� Completely re-optimised 2011 and 2012 data and re-designed

analysis strategy
� Added 2015 and 2016 collected during LHCb’s Run2
→ Double the sample size compared to previous analysis

Details of measurement
� Performance of electron and muon final states differs in LHCb

� Electrons emit more bremsstrahlung through interactions with LHCb
detector
→ Worse mass and q2 resolution
→ Lower reconstruction efficiency

� Measure RK in using a double-ratio involving rare- and resonant- modes

B(B+ → K+µ+µ−)

B(B+ → K+J/ψ(µ+µ−)

/ B(B+ → K+e+e−)

B(B+ → K+J/ψ(e+e−)

→ Cancel out most systematic uncertainties
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NEW: RK key ingredients

RK = N(K+µ+µ−)
N(K+J/ψ(µ+µ−)) ×

N(K+J/ψ(e+e−))
N(K+e+e−) × ε(K+J/ψ(µ+µ−))

ε(K+µ+µ−) × ε(K+e+e−)
ε(K+J/ψ(e+e−))

→ Key to control ratios of efficiencies and of yields

Efficiency ratios from simulation calibrated using
data control channels

� Calibrate: B+ kinematics, Tracking,
Particle ID, Trigger, Resolution

� Associated systematic uncertainty < 1%

� Check efficiencies are correct using:
rJ/ψ = B(B+J/ψ(µ+µ−))

B(B+J/ψ(e+e−)) = 1.0

Measure: rJ/ψ = 1.014± 0.035(stat.+syst)
� Differential rJ/ψ demonstrates efficiencies

are understood in all points of phase-space

rare, J/ψ
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Figure S6: (Top) distributions of the spectra of (left) the B+ transverse momentum and (right)
the minimum pT of the leptons. (Bottom) the single ratio rJ/ relative to its average value⌦
rJ/ 

↵
as a function of these variables.
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Figure S7: (Left) the value of rJ/ , relative to the average value of rJ/ , measured in two-
dimensional bins of the maximum lepton momentum (p(l)) and the opening angle between
the two leptons (↵(l+, l�)). (Right) the bin definition in this two-dimensional space together
with the distribution for B+! K+e+e� (B+! J/ (! e+e�)K+) decays depicted as red (blue)
contours.
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Figure S7: (Left) the value of rJ/ , relative to the average value of rJ/ , measured in two-
dimensional bins of the maximum lepton momentum (p(l)) and the opening angle between
the two leptons (↵(l+, l�)). (Right) the bin definition in this two-dimensional space together
with the distribution for B+! K+e+e� (B+! J/ (! e+e�)K+) decays depicted as red (blue)
contours.
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[LHCb arXiv:1903.09252]
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NEW: RK mass fits

� A single fit to the m(K+`+`−) distributions of rare and J/ψ mode is
performed to obtain RK

[LHCb arXiv:1903.09252]
NKee = 760, NKµµ = 1940 in 1.1 < q2 < 6.0GeV2/c4
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Figure 2: Fits to the m(J/ )(K
+`+`�) invariant mass distribution for (left) electron and

(right) muon candidates for (top) nonresonant and (bottom) resonant decays. For the electron
(muon) nonresonant plots, the red-dotted line shows the distribution that would be expected
from the observed number of B+! K+µ+µ� (B+! K+e+e�) decays and RK = 1.

the di↵erent data-taking periods and trigger categories. A fit to just the 7 and 8 TeV data
gives a value for RK compatible with the previous LHCb measurement [33] within one
standard deviation. This consistency test takes into account the large correlation between
the two data samples, which are not identical due to di↵erent reconstruction and selection
procedures. The result from just the 7 and 8 TeV data is also compatible with that from
only the 13 TeV data at the 1.9 standard deviation level.

The branching fraction of the B+! K+e+e� decay is determined in the nonresonant
signal region 1.1 < q2 < 6.0 GeV2/c4 by combining the value of RK with the value of
B(B+! K+µ+µ�) from Ref. [12], taking into account correlated systematic uncertainties.
This gives

dB(B+! K+e+e�)

dq2
(1.1 < q2 < 6.0 GeV2/c4) = (28.6 +2.0

�1.7 ± 1.4) ⇥ 10�9 c4/GeV2 .

The dominant systematic uncertainty is from the limited knowledge of the B+! J/ K+

branching fraction [53]. This is the most precise measurement to date and is consistent
with predictions based on the SM [41,77].

In summary, in the dilepton mass-squared region 1.1 < q2 < 6.0GeV2/c4, the ratio
of the branching fractions for B+! K+µ+µ� and B+! K+e+e� decays is measured to
be RK = 0.846 + 0.060

� 0.054
+ 0.016
� 0.014. This is the most precise measurement of this ratio to date

and is consistent with the SM prediction at the level of 2.5 standard deviations. Further

8

� Partially reconstructed backround shape in B+ → K+e+e− taken from
simulated B0 → K∗0e+e−, assosciated systematic 1%
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Run1 and 2015, 2016 data: RK = 0.846+0.060
−0.054(stat.)+0.016

−0.014(syst.)
[LHCb arXiv:1903.09252]

Previous Run1 measurement: RK = 0.745+0.090
−0.074 ± 0.036

[LHCb PRL113(2014)151601]

� New measurement ∼ 2.5σ from SM
Dominant systematic uncertainties:
Fit shape, calibration of trigger and B+ kinematics

→ Full Run2 analysis ongoing (doubles
number of B’s) will help clarify things
→ Angular b → s`+`− analyses with Run2
data underway

[LHCb arXiv:1903.09252]

RK result with 2011 to 2016 data LHCb-Paper-2019-009

Using 2011 and 2012 LHCb data, RK was:

RK = 0.745+0.090
≠0.074(stat.)± 0.036(syst.),

≥ 2.6 ‡ from SM (PRL113(2014)151601).

Adding 2015 and 2016 data, RK becomes:

RK = 0.846 +0.060
≠0.054(stat.) +0.016

≠0.014(syst.)

≥ 2.5 ‡ from SM. ]4c/2 [GeV2q
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Dominant systematic uncertainties:
Fit shape, trigger calibration, B+ kinematics.

9 Thibaud Humair

If fit Run1 and 2015,2016 data were fit separately (accounting for correlations):

� Previous Run1 results vs. this Run1 result: < 1σ
� Run1 results vs. Run2 result: 1.9σ
B(B+ → K+µ+µ−):

� Compatible with previous result [LHCb JHEP06(2014)133] at < 1σ
� Run1 and Run2 results compatible at < 1σ
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9 Thibaud Humair

Run1 and 2015, 2016 data: [LHCb arXiv:1903.09252]

dB(B+ → K+e+e−)

dq2

∣∣∣∣
1.1<q2<6.0

= (28.6+2.0
−1.7 ± 1.4)× 10−9GeV2/c−4

using B(B+ → K+µ+µ−) from [LHCb JHEP06(2014)133]
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2. Differential branching fractions
� Measurements of dB/dq2 of B → K (∗)µ+µ−, Λb → Λµ+µ−, Bs → φµ+µ−

Experiment: [JHEP06(2014)133], [JHEP09(2015)179], [JHEP06(2015)115], [JHEP06(2015)115]
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FIG. 8. ⇤b ! ⇤ µ+µ� di↵erential branching fraction calculated in the Standard Model, compared to experimental data from
LHCb [28] (black points; error bars are shown both including and excluding the uncertainty from the normalization mode
⇤b ! J/ ⇤ [84]).

hdB/dq2i hFLi hA`
FBi hA⇤

FBi hA`⇤
FBi hK̂2ssi hK̂2cci hK̂4si hK̂4sci

[0.1, 2] 0.25(23) 0.465(84) 0.095(15) �0.310(18) �0.0302(51) �0.233(19) �0.154(26) �0.009(22) 0.022(22)

[2, 4] 0.18(12) 0.848(27) 0.057(31) �0.306(24) �0.0169(99) �0.284(23) �0.0444(87) 0.031(36) 0.013(31)

[4, 6] 0.23(11) 0.808(42) �0.062(39) �0.311(17) 0.021(13) �0.282(15) �0.059(13) 0.038(44) 0.001(31)

[6, 8] 0.307(94) 0.727(48) �0.163(40) �0.316(11) 0.053(13) �0.273(10) �0.086(15) 0.030(39) �0.007(27)

[1.1, 6] 0.20(12) 0.813(32) 0.012(31) �0.309(21) �0.0027(99) �0.280(20) �0.056(10) 0.030(35) 0.009(30)

[15, 16] 0.796(75) 0.454(20) �0.374(14) �0.3069(83) 0.1286(55) �0.2253(69) �0.1633(69) �0.060(13) �0.0211(80)

[16, 18] 0.827(76) 0.417(15) �0.372(13) �0.2891(90) 0.1377(46) �0.2080(69) �0.1621(66) �0.090(10) �0.0209(60)

[18, 20] 0.665(68) 0.3706(79) �0.309(15) �0.227(10) 0.1492(37) �0.1598(71) �0.1344(70) �0.1457(74) �0.0172(40)

[15, 20] 0.756(70) 0.409(13) �0.350(13) �0.2710(92) 0.1398(43) �0.1947(68) �0.1526(65) �0.1031(97) �0.0196(55)

TABLE VII. Standard-Model predictions for the binned ⇤b ! ⇤µ+µ� di↵erential branching fraction (in units of 10�7 GeV�2)
and for the binned ⇤b ! ⇤(! p+⇡�)µ+µ� angular observables (with unpolarized ⇤b). The first column specifies the bin ranges
[q2

min, q2
max] in units of GeV2.

The uncertainties given for the Standard-Model predictions are the total uncertainties, which include the statistical
and systematic uncertainties from the form factors (propagated to the observables using the procedure explained in
Sec. IV), the perturbative uncertainties, an estimate of quark-hadron duality violations (discussed further below),

and the parametric uncertainties from Eqs. (64), (69), and (70). For all observables considered here (but not for K̂3s

and K̂3sc), the uncertainties associated with the subleading contributions from the OPE (at high q2) are negligible
compared to the other uncertainties. The central values of the observables were computed at the renormalization
scale µ = 4.2 GeV; to estimate the perturbative uncertainties, we varied the renormalization scale from µ = 2.1 GeV
to µ = 8.4 GeV. When doing this scale variation, we also included the renormalization-group running of the tensor
form factors from the nominal scale µ0 = 4.2 GeV to the scale µ, by multiplying these form factors with

✓
↵s(µ)

↵s(µ0)

◆��(0)
T /(2�0)

(72)

(as in Ref. [8]), where �
(0)
T = 2 CF = 8/3 is the anomalous dimension of the tensor current [97], and �0 = (11 Nc �

2 Nf )/3 = 23/3 is the leading-order QCD beta function [98] for 5 active flavors. Even though we did not perform
a one-loop calculation of the residual lattice-to-continuum matching factors for the tensor currents, our estimates of
the renormalization uncertainties in the tensor form factors as discussed in Sec. IV are specific for µ = 4.2 GeV, and
doing the RG running avoids a double-counting of these uncertainties. Note that the contributions of the tensor form
factors to the observables are proportional to 1/q2 (because of the photon propagator connecting O7 to the lepton
current), and are suppressed relative to those from the vector and axial vector form factors at high q2. At low q2,
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� Measurements below SM prediction (2− 3σ depending on final state)
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B0 → K∗0µ+µ− [JHEP11(2016)047], Λb → Λµ+µ− [JHEP06(2015)115] Bs → φµ+µ− [JHEP09(2015)179]



2. Differential branching fractions
� Measurements of dB/dq2 of B → K (∗)µ+µ−, Λb → Λµ+µ−, Bs → φµ+µ−

Experiment: [JHEP06(2014)133], [JHEP09(2015)179], [JHEP06(2015)115], [JHEP06(2015)115]
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LHCb [28] (black points; error bars are shown both including and excluding the uncertainty from the normalization mode
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[0.1, 2] 0.25(23) 0.465(84) 0.095(15) �0.310(18) �0.0302(51) �0.233(19) �0.154(26) �0.009(22) 0.022(22)

[2, 4] 0.18(12) 0.848(27) 0.057(31) �0.306(24) �0.0169(99) �0.284(23) �0.0444(87) 0.031(36) 0.013(31)

[4, 6] 0.23(11) 0.808(42) �0.062(39) �0.311(17) 0.021(13) �0.282(15) �0.059(13) 0.038(44) 0.001(31)

[6, 8] 0.307(94) 0.727(48) �0.163(40) �0.316(11) 0.053(13) �0.273(10) �0.086(15) 0.030(39) �0.007(27)

[1.1, 6] 0.20(12) 0.813(32) 0.012(31) �0.309(21) �0.0027(99) �0.280(20) �0.056(10) 0.030(35) 0.009(30)

[15, 16] 0.796(75) 0.454(20) �0.374(14) �0.3069(83) 0.1286(55) �0.2253(69) �0.1633(69) �0.060(13) �0.0211(80)

[16, 18] 0.827(76) 0.417(15) �0.372(13) �0.2891(90) 0.1377(46) �0.2080(69) �0.1621(66) �0.090(10) �0.0209(60)

[18, 20] 0.665(68) 0.3706(79) �0.309(15) �0.227(10) 0.1492(37) �0.1598(71) �0.1344(70) �0.1457(74) �0.0172(40)

[15, 20] 0.756(70) 0.409(13) �0.350(13) �0.2710(92) 0.1398(43) �0.1947(68) �0.1526(65) �0.1031(97) �0.0196(55)

TABLE VII. Standard-Model predictions for the binned ⇤b ! ⇤µ+µ� di↵erential branching fraction (in units of 10�7 GeV�2)
and for the binned ⇤b ! ⇤(! p+⇡�)µ+µ� angular observables (with unpolarized ⇤b). The first column specifies the bin ranges
[q2

min, q2
max] in units of GeV2.

The uncertainties given for the Standard-Model predictions are the total uncertainties, which include the statistical
and systematic uncertainties from the form factors (propagated to the observables using the procedure explained in
Sec. IV), the perturbative uncertainties, an estimate of quark-hadron duality violations (discussed further below),

and the parametric uncertainties from Eqs. (64), (69), and (70). For all observables considered here (but not for K̂3s

and K̂3sc), the uncertainties associated with the subleading contributions from the OPE (at high q2) are negligible
compared to the other uncertainties. The central values of the observables were computed at the renormalization
scale µ = 4.2 GeV; to estimate the perturbative uncertainties, we varied the renormalization scale from µ = 2.1 GeV
to µ = 8.4 GeV. When doing this scale variation, we also included the renormalization-group running of the tensor
form factors from the nominal scale µ0 = 4.2 GeV to the scale µ, by multiplying these form factors with

✓
↵s(µ)

↵s(µ0)

◆��(0)
T /(2�0)

(72)

(as in Ref. [8]), where �
(0)
T = 2 CF = 8/3 is the anomalous dimension of the tensor current [97], and �0 = (11 Nc �

2 Nf )/3 = 23/3 is the leading-order QCD beta function [98] for 5 active flavors. Even though we did not perform
a one-loop calculation of the residual lattice-to-continuum matching factors for the tensor currents, our estimates of
the renormalization uncertainties in the tensor form factors as discussed in Sec. IV are specific for µ = 4.2 GeV, and
doing the RG running avoids a double-counting of these uncertainties. Note that the contributions of the tensor form
factors to the observables are proportional to 1/q2 (because of the photon propagator connecting O7 to the lepton
current), and are suppressed relative to those from the vector and axial vector form factors at high q2. At low q2,
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Theory: Bobeth et al [JHEP07(2011)067], Bharucha et al [JHEP08(2016)098], Detmold et al
[PRD93,074501(2016)], Horgan et al [PRD89(2014)]

� Measurements below SM prediction (2− 3σ depending on final state)
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B0 → K∗0µ+µ− [JHEP11(2016)047], Λb → Λµ+µ− [JHEP06(2015)115] Bs → φµ+µ− [JHEP09(2015)179]

Uncertainty of Run1 B(B+ → K+µ+µ−) and B(B0 → K∗0µ+µ−) mea-
surements dominated by knowledge of B(B → J/ψK (∗)) from B-factories.

� Updated measurements from Belle2 crucial
� Can still measure q2 spectrum with high precision
� Asymmetries and ratios between b → s and b → d processes test

MFV and will be dominated by stat. uncertainties for a while still



Measurements of b → dµ+µ− decays

T. Blake

b→d!+!− processes

• We also have access to b→dµ+µ− 
processes in the LHC Run 1 and 2 
datasets.  

• First observation of B+→"+#+#− and  
Λ→N*#+#− and first evidence for 
Bs→K*0#+#−and B0→"+"−#+#−  
(in the $ resonance region). 

19
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[JHEP 10 (2015) 034]

[JHEP 04 (2016) 029]

[PLB 743 (2015) 46]
B+ ! ⇡+µ+µ� ⇤b ! N⇤µ+µ�

B0 ! ⇡+⇡�µ+µ�
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LHCb !
preliminary

credit: Tom Blake

� Run1 and 2015,2016 data have provided
observations of numerous b → dµ+µ−
processes

� Evidence of B0
s → K̄∗0µ+µ− opens up tests

of MFV comparing angular observables with
B → K∗0µ+µ− with LHCb upgradeII

� Precision commensurate to Run1
B0 → K∗0µ+µ−)
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B+ → π+µ+µ−

� In SM B(B+→π+µ+µ−)
B(B+→K+µ+µ−) ∼ |Vtd

Vts

fB→π

fB→K
|2

B+ → π+µ+µ− LHCb [JHEP10(2015)034]
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Figure 4: The di↵erential branching fraction of B+! ⇡+µ+µ� in bins of dilepton invariant mass
squared, q2, compared to SM predictions taken from Refs. [1] (APR13), [6] (HKR15) and from
lattice QCD calculations [7] (FNAL/MILC15).

and in the region 15.0 < q2 < 22.0 GeV2/c4 is

B(B+! ⇡+µ+µ�)

B(B+! K+µ+µ�)
= 0.037 ± 0.008 (stat) ± 0.001 (syst) .

These results are the most precise measurements of these quantities to date.

5.2 CKM matrix elements

The ratio of CKM matrix elements |Vtd/Vts| can be calculated from the ratio of branching
fractions, B(B+ ! ⇡+µ+µ�)/B(B+ ! K+µ+µ�), and is given in terms of measured
quantities

|Vtd/Vts|2 =
B(B+! ⇡+µ+µ�)

B(B+! K+µ+µ�)
⇥

R
FKdq2

R
F⇡dq2

(3)

where F⇡(K) is the combination of form factor, Wilson coe�cients and phase space factor for
the B+ ! ⇡(K) decay. The values of

R
F⇡,Kdq2 are calculated using the EOS package [29],

with B+ ! ⇡+ form factors taken from Refs. [30,31] and B+ ! K+ form factors taken from
Ref. [32]. The EOS package is a framework for calculating observables, with uncertainties,
in semileptonic b-quark decays for both SM and new physics parameters. In order to
take into account the correlations between the theory inputs for the matrix element ratio
calculation, the EOS package is used to produce a PDF as a function of the B+! ⇡+µ+µ�

9

LHCb [JHEP10(2015)034]

Testing MFV with b→dll 

•  BF(B+→π+ll) / BF(B+→K+ll) and 
lattice input → |Vtd/Vts|2  

–  300fb-1 will give order of magnitude 
smaller experimental error but need 
improvement in lattice also   

•  B0 equivalent involves ρ0µµ, 
complicated by multiple ππ 
resonances 

•  B0
s equivalent involves K(�)0µµ 

10 

b ! dµ+µ� measurements
⌘ Run 2 and Upgrade will give access to precision measurements in

b ! dµ+µ� decays (including modes with ⇡0s)
⌘ Very relevant if tensions persist ! test MFV nature of new physics
⌘ Latest lattice results enable further precision tests of CKM paradigm

Buras,Blanke[1602.04020], FNAL/MILC[1602.03560]

⌘ Current measurement from penguin decays of |Vtd/Vts | = 0.201 ± 0.020
FNAL/MILC[PRD93,034005(2016]

⌘ Uncertainty dominated by statistical uncertainty of experiment
⌘ Run 2 ! experimental uncertainty halved

[JHEP10(2015)034] FNAL/MILC[1602.03560], FNAL/MILC[PRD93,034005(2016]
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Figure 4: The di�erential branching fraction of B+! ⇡+µ+µ� in bins of dilepton invariant mass
squared, q2, compared to SM predictions taken from Refs. [1] (APR13), [6] (HKR15) and from
lattice QCD calculations [7] (FNAL/MILC15).

and in the region 15.0 < q2 < 22.0 GeV2/c4 is

B(B+! �+µ+µ�)

B(B+! K+µ+µ�)
= 0.037 ± 0.008 (stat) ± 0.001 (syst) .

These results are the most precise measurements of these quantities to date.

5.2 CKM matrix elements

The ratio of CKM matrix elements |Vtd/Vts| can be calculated from the ratio of branching
fractions, B(B+ ! �+µ+µ�)/B(B+ ! K+µ+µ�), and is given in terms of measured
quantities

|Vtd/Vts|2 =
B(B+! �+µ+µ�)

B(B+! K+µ+µ�)
�

�
FKdq2

�
F�dq2

(3)

where F�(K) is the combination of form factor, Wilson coe�cients and phase space factor for
the B+ ! �(K) decay. The values of

�
F�,Kdq2 are calculated using the EOS package [29],

with B+ ! �+ form factors taken from Refs. [30,31] and B+ ! K+ form factors taken from
Ref. [32]. The EOS package is a framework for calculating observables, with uncertainties,
in semileptonic b-quark decays for both SM and new physics parameters. In order to
take into account the correlations between the theory inputs for the matrix element ratio
calculation, the EOS package is used to produce a PDF as a function of the B+! �+µ+µ�
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FIG. 16. (left) Recent determinations |Vtd| and |Vts|, and (right) their ratio. The filled circles

and vertical bands show our new results in Eqs. (9.16)–(9.18), while the open circles show the

previous values from Bq-mixing [102]. The squares show the determinations from semileptonic

B ! ⇡µ+µ� and B ! Kµ+µ� decays [182], while the plus symbols show the values inferred

from CKM unitarity [155]. The error bars on our results do not include the estimated charm-sea

uncertainties, which are too small to be visible.

because the hadronic uncertainties are suppressed in the ratio. The theoretical uncertainties
from the Bq-mixing matrix elements are still, however, the dominant sources of error in all
three results in Eqs. (9.16)–(9.18).

Figure 16 compares our results for |Vtd|, |Vts|, and their ratio in Eqs. (9.16)–(9.18) with
other determinations. Our results are consistent with the values from Bq-meson mixing in the
PDG review [102], which are obtained using approximately the same experimental inputs,

and lattice-QCD calculations of the f 2
Bq

B̂
(1)
Bq

and � from Refs. [13] and [15], respectively.

Our errors on |Vtd|, |Vts| are about two times smaller, however, and on |Vtd/Vts| they are
more than three times smaller, due to the reduced theoretical errors on the hadronic matrix
elements.

The CKM matrix elements |Vtd| and |Vts| can be obtained independently from rare
semileptonic B-meson decays because the Standard-Model rates for B(B ! �(K)µ+µ�)
are proportional to the same combination |V ⇤

td(s)Vtb|. Until recently, these determinations
were not competitive with those from Bq-meson mixing due to both large experimental and
theoretical uncertainties. In the past year, however, the LHCb collaboration published new
measurements of B(B ! �µ+µ�) and B(B ! Kµ+µ�) [183, 184], and we calculated the
full set of B ! � and B ! K form factors in three-flavor lattice QCD [131, 185]. Using

53
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[FN
AL	+	M

ILC,	PRD	93	(2016)	113016]	

� b → d`+`− statistically limited even with LHCb Upgrade II data
� Expect 10-fold improvement in experimental error
� Modest improvements in Lattice predictions also required to maximise gain
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Branching fractions of B → `+`−

� Branching fraction measurement provides stringent constraints on
axial-vector and (pseudo-)scalar couplings

Left: B → µ+µ− [PRL118(2017)191801], Right: Bs → τ+τ− [PRL118(2017)251802]

New                    results
• Using ratio of signal and normalisation yields and their 

efficiencies from simulation, determine branching fractions.

9

B0
(s) ! µ+µ�

• In general results consistent with the SM. 
• Also measure effective lifetime:                                                            , 

not yet enough data to be sensitive to NP.

1 Supplementary material630
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Figure 3: A 2 dimensional representation of the branching fraction measurements for B0
s ! µ+µ�

and B0! µ+µ�. The Standard Model value is shown as the red cross labeled SM. The central
value from the branching fraction measurement is indicated with the black plus sign. The profile
likelihood contours for 1,2,3,... � are shown as blue contours.
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a

Extended Data Figure 6 | Likelihood contours for the ratios of the branching frac-

tions with respect to their SM prediction, in the SB0

SM versus SB0
s

SM plane. a, The
(black) cross marks the central value returned by the fit. The SM point is shown as the (red)

square located, by construction, at SB0

SM = SB0
s

SM = 1. Each contour encloses a region approxi-
mately corresponding to the reported confidence level. The SM branching fractions are assumed
uncorrelated to each other, and their uncertainties are accounted for in the likelihood contours.

b, c, Variations of the test statistic �2�lnL for SB0
s

SM and SB0

SM are shown in b and c, respectively.
The SM is represented by the (red) vertical lines. The dark and light (cyan) areas define the
±1� and ±2� confidence intervals, respectively.

45

large number of simulated experiments with properties similar to those found in the248

data. The contamination from B0! µ+µ�, B! h+h0� and semileptonic decays above249

5320 MeV/c2 is small and not included in the fit. The e↵ect on the e↵ective lifetime from250

the unequal production rate of B0
s and B0

s mesons [41] is negligible. A bias may also arise if251

Aµ+µ�
�� 6= ±1, with the consequence that the underlying decay time distribution is the sum252

of two exponential distributions with the lifetimes of the light and heavy mass eigenstates.253

In this case, as the selection e�ciency varies with the decay time, the returned value of254

the lifetime from the fit is not exactly equal to the definition of the e↵ective lifetime even255

if the decay time acceptance function is correctly accounted for. This e↵ect has been256

evaluated for the scenario where there are equal contributions from both eigenstates to257

the decay. The result can also be biased if the decay time distribution of background has258

a much longer mean lifetime than B0
s ! µ+µ� decays; this is mitigated by an upper decay259

time cut of 13.5 ps. Any remaining bias is evaluated using the background decay time260

distribution of the much larger B0! K+⇡� data sample. All of these e↵ects are found to261

be small compared to the statistical uncertainty and sum up to 0.05 ps, with the main262

contributions arising from the fit accuracy and the decay time acceptance (0.03 ps each).263

The mass distribution of the selected B0
s ! µ+µ� candidates is shown in Fig. 2 (top).264

Figure 2 (bottom) shows the background-subtracted B0
s ! µ+µ� decay time distribution265

with the fit function superimposed. The fit results in ⌧ (B0
s ! µ+µ�) = 2.04±0.44±0.05 ps,266

where the first uncertainty is statistical and the second systematic. This measurement is267

consistent with the Aµ+µ�
�� = 1 (�1) hypothesis at the 1.0 (1.4) � level.268

In summary, a search for the rare decays B0
s ! µ+µ� and B0 ! µ+µ� is performed269

in pp collision data corresponding to a total integrated luminosity of 4.4 fb�1. The270

B0
s ! µ+µ� signal is seen with a significance of 7.8 standard deviations and provides the271

first observation of this decay from a single experiment. The time-integrated B0
s ! µ+µ�

272

branching fraction is measured to be
�
3.0 ± 0.6+0.2

�0.1

�
⇥10�9, the most precise measurement273

of this quantity to date. In addition the first measurement of the B0
s ! µ+µ� e↵ective274

lifetime, ⌧ (B0
s ! µ+µ�) = 2.04±0.44±0.05 ps, is presented. No evidence for a B0 ! µ+µ�

275

signal is found, and the upper limit B(B0 ! µ+µ�) < 3.4 ⇥ 10�10 at 95% confidence level276

is set. The results are in agreement with the SM predictions and set tighter constraints277

on possible New Physics contributions to these decays.278
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14

B(Bs → τ+τ−) < 6.8× 10−3 at 95%CL World first
B(B0 → τ+τ−) < 2.1× 10−3 at 95%CL World best
Full Run2 updates ongoing. LHCb Upgrade II needed to fully exploit (see Christoph’s talk)

� Measure B(B0
s → µ+µ−) to ∼ 5% (on par with current theory error)

� Given current anomalies, B → e+e− and B → τ+τ− can be used to exclude models with
300fb−1
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3. B0 → K ∗0µ+µ− angular measurements

� Rich amplitude structure → 8 CP-even and 8 CP-odd observables

The B0 ! K ⇤0(K+⇡�)µ+µ� decay

⌘ The decay probability and angular distribution of decay products described
by 3 angles and the dimuon mass squared (q2)

Observables from the angular distribtion
For B0 � K�(892)0(� K±��)µ+µ� decays...

� P � V V � (pseudoscalar to vector-vector)
� Vector K�(892) =� angular distribution, as well as rate, is interesting

B0

K* 0

K+

π - μ -

μ+

θK
θℓ

φ

� 3 angles, and q2

˘
�K , ��, �, q2¯

� Angular distribution �� Sets of observables:
˘
FL, AFB, A2

T, S9

¯ {P �
4, P �

5, P �
6, P �

8}

� ...Clever ratios of angular terms

S.Cunliffe (Imperial) FFP14 Angular analysis of B0 � K�0µ+µ� 13/21

⌘ Correctly determining which is the kaon
and which is the pion is critical to this
measurement

⌘ The decay of a B0 to a vector K⇤0 particle offers large number of
experimental observables by analysing distribution of the final state decay
products

! 8 experimental observables
! Sensitive to the effect of new particles entering the loop

October 21, 2014 1 / 4

In the �2 fit, the correlations between the di↵erent observables are taken into account.
The floating parameters are Re(C9) and a number of nuisance parameters associated with
the form factors, CKM elements and possible sub-leading corrections to the amplitudes.
The sub-leading corrections to the amplitudes are expected to be suppressed by the size of
the b-quark mass relative to the typical energy scale of QCD. The nuisance parameters are
treated according to the prescription of Ref. [11] and are included in the fit with Gaussian
constraints. In the �2 minimisation procedure, the value of each observable (as derived
from a particular choice of the theory parameters) is compared to the measured value.
Depending on the sign of the di↵erence between these values, either the lower or upper
(asymmetric) uncertainty on the measurement is used to compute the �2.

The minimum �2 corresponds to a value of Re(C9) shifted by �Re(C9) = �1.04 ± 0.25
from the SM central value of Re(C9) = 4.27 [11] (see Fig. 14). From the di↵erence in �2

between the SM point and this best-fit point, the significance of this shift corresponds to
3.4 standard deviations. As discussed in the literature [9–12,14–21], a shift in C9 could be
caused by a contribution from a new vector particle or could result from an unexpectedly
large hadronic e↵ect.

If a fit is instead performed to the CP -averaged observables from the moment analysis
in the same q2 ranges, then �Re(C9) = �0.68 ± 0.35 is obtained. As expected, the
uncertainty on �Re(C9) is larger than that from the likelihood fit. Taking into account the
correlations between the two methods, the values of �Re(C9) are statistically compatible.

)9C(Re
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Figure 14: The ��2 distribution for the real part of the generalised vector-coupling strength, C9.
This is determined from a fit to the results of the maximum likelihood fit of the CP -averaged
observables. The SM central value is Re(CSM

9 ) = 4.27 [11]. The best fit point is found to be at
�Re(C9) = �1.04 ± 0.25.
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� Angular distribution at 3.4σ tension
with SM
→ Anomalous vector-dilepton
coupling

� Update of observables binned in q2

with Run1+Run2 data underway
� Plans to directly fit for WCs from

angular and q2 distribution
[Hurth et al [JHEP11(2017)176], [Chrzaszcz et al
1805.06378], [Blake et al EPJC(2018)78:453]
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B0 → K ∗0e+e− angular analysis prospects

� With Run2, by 2018 data expect B0 → K∗0e+e− yield:
� ∼ 400 in 0.045 < q2 < 1.1 GeV2

� ∼ 500 in 1.1 < q2 < 6 GeV2

� Similar to B0 → K∗0µ+µ− with Run1 data in same bin
→ Measurements of multiple angular observables possible through
multi-dimensional ML fits
→ Different experimental effects compared to R

(∗)
K

� Larger backgrounds than muon case will require good understanding of
their angular distribution

� More robust methods also being investigated by fitting a folded angular
distribution
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Λb → Λµ+µ− angular analysis

� Method of moments to deterimine
full basis of angular observables in
Λb → Λµ+µ− decays
[LHCb JHEP09(2018)146]

� Measure in 15 < q2 < 20 GeV2/c4

using Run1+2015,2016 data

� K11-K34 proportional to Λb
production polarisation

d5Γ

d~Ω
=

3
32π

34∑

i

Ki fi (~Ω)

[LHCb JHEP09(2018)146]

⇤b ! ⇤µ+µ� angular analysis arXiv:1808.00264

⌘ 34 independent observables.
⇤ First time full angular basis

has been measured.

⌘ Moment analysis due to data size
and number of parameters.

⌘ Background subtracted using sPlot
technique.

⌘ Account for the angular efficiency
⇤ Sum of Legendre polynomials

that are parametrized in 6
dimensions

⇤ Cross-checked with
B0 ! J/ K0

s and ⇤0
b ! J/ ⇤

decays.

⌘ Performed q2 2 [15-20] GeV2/c4

⌘ Consistent with the SM predictions.

d�

d~⌦
=

3
32⇡2

34X

i

Ki f (~⌦)

iK
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V
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LHCb

SM prediction

? A`FB = -0.39 ± 0.04(stat) ± 0.01(syst)

? Ah
FB = -0.30 ± 0.05(stat) ± 0.02(syst)

? A`hFB = 0.25 ± 0.04(stat) ± 0.01(syst)
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Combine subset of Ki to form:

⇤b ! ⇤µ+µ� angular analysis arXiv:1808.00264

⌘ 34 independent observables.
⇤ First time full angular basis

has been measured.

⌘ Moment analysis due to data size
and number of parameters.

⌘ Background subtracted using sPlot
technique.

⌘ Account for the angular efficiency
⇤ Sum of Legendre polynomials

that are parametrized in 6
dimensions

⇤ Cross-checked with
B0 ! J/ K0

s and ⇤0
b ! J/ ⇤

decays.

⌘ Performed q2 2 [15-20] GeV2/c4

⌘ Consistent with the SM predictions.
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Gabriela Pomery (UoB) b ! s(d)`` results from LHCb 17th September 2018 9 / 21� K11-K34 compatible with zero
� K6 ∼ 2.6σ from SM
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Charming interlude I

� Anomalies in b → sµ+µ− have
shed doubt on control of theory
uncertainties related to the
“charm-loop”

� Extract both short- and long-distance contribution from data through
angular and q2 spectrum
[Lyon et al 1406.0566], [Bobeth et al EPJC(2018)786:451], [Blake et al EPJC(2018)78:453]

Left: LCSR+analyticity [Chrzaszcz et al 1805.06378], Right: Breit-Wigners [Blake et al EPJC(2018)78:453]
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(long dashed). The contours correspond to 3� statistical-only uncertainty bands obtained with z3 fits.
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FIG. 7. Angular observables FL and P 05 obtained a-posteriori from the unbinned amplitude fit results compared with the
binned angular analysis. Both approaches analyse the same set of ensembles generated with the BMP scenario and the
expected statistics at LHCb Run II.

order of the z-expansion, the central value of CNP
9 stays unbiased while the uncertainty increases. It is observed that

theory constraints strongly mitigate this problem. The increase in the uncertainty on CNP
9 is roughly one order of

magnitude smaller than the statistical uncertainty obtained adding one order to the z-expansion in the fit. The fact
that the uncertainty on CNP

9 steadily increases with the order of the polynomial of the z-expansion does not allow
us to rigorously assign a systematic uncertainty due to the truncation of the z-expansion a-priori. We also found
that the unbinned fit allows to extract additional information on the non-local matrix elements from semi-muonic
decay events alone. Our study goes beyond previous works, and assesses in a quantitative way the model-dependency
due to our ansatz for the non-local hadronic contributions. Our approach allows systematic improvements (through
increasing the truncation order in z) and estimation of systematic uncertainties (through varying the truncation order
even when the data is described well). In addition, the unbinned fit can be used for the determination of the usual
angular observables with precision beyond what can be expected with the standard binned approach. We find that
the angular observables obtained with this method do not exhibit any sizeable model bias due to the truncation of the

Current precision Using Bristol’s method

Figure 1: Precision of prediction of the B0 ! K⇤0µ+µ� angular observable P 0
5 as a function of the dimuon

mass squared (q2) currently (left), and using the method developed by Petridis’ group [8] (right).

of more complex models that will determine the symmetries and dynamics of the new physics
underpinning the observed anomalies. The use of GPUs will be of even greater need for this task.

The outcome of this research project could unambiguously reveal a new particle
that addresses many of the outstanding questions in fundamental physics. If no new
particle is found, the proposed measurements will become the next generation bench-
mark test of the SM. The comprehensive nature of the project will also o↵er real
insight into e↵ects of the strong force that would otherwise require a breakthrough in
theory calculations.

III. Spending of funds: GPU cluster

The main technical resource necessary to carry out our programme is computing power. The com-
puting needs for analyses of such large datasets are rather specific and need specialised computing
infrastructure, beyond LHCb and CERN’s remit.

On a traditional computer, one single fit can take hours or even days, depending on the com-
plexity of the model and the size of the dataset. In order to optimise and test new amplitude
models, we will need to generate and analyse thousands of simulated experiments. Each step in the
amplitude fit requires a 5D normalisation integral to be calculated numerically, as well as numerical
convolutions to account for detector resolution e↵ects.

Developing new models e�ciently requires quick turn-around time. We therefore need to make
use of modern, highly parallelised computing architectures. Amplitude analyses lend themselves
very well to parallelisation using Graphic Processor Units. Initial studies lead by Rademacker
show that amplitude fits that take hours or even days on a traditional computer, can be performed
in a few seconds or minutes with a su�ciently powerful GPU cluster.

We therefore request funding to purchase a GPU cluster. A suitable, good value GPU is the
PNY NVIDIA Tesla K80 Accelerator for approximately £3,800 (see https://tinyurl.com/ybhufy49
). Two such units will be su�cient to cover our needs for the proposed project, making use of the
current as well as the future LHCb dataset to be collected by 2023. Approximately £2,400 will
be needed for a rack server, such as DELL’s R740, to house these units with su�cient RAM and
CPU power (see https://tinyurl.com/ydfb59s6). Therefore, the total cost of this request is
£10,000.
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Charming interlude II

� Look at effect of interference between
short- and long-distance B → K∗µ+µ−

amplitudes on CP-odd observables Ai

� Knowledge of strong-phase variation offers
sensitivity to NP weak phases in the vector
amplitude of b → s`` decays

CNP
9 = −1.0− 1.0iLeft: CNP

9 = �1.0 � 1.0i , Right: CNP
7 = �0.03i , CNP

9 = �1.0
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Figure 4: Distribution of observables ACP , A3 and A9 as a function of q2, for �0
j of all

resonances set to ��/2, 0, �/2 and �. Two new physics models are considered, one with
CNP

9 = �1.0 � 1.0i (left), and one with CNP
7 = �0.03i, CNP

9 = �1.0 (right).

where � and � correspond to the partial widths of the decays B0 ! K⇤0µ+µ� and
B0 ! K⇤0µ+µ� respectively, as well as the so-called CP -odd angular observables Ai,
defined for instance in Ref. [32]. The method is similar to what is discusssed in Ref. [51]
for semileptonic charm decays.

Figure 4 shows the observables ACP , A3 and A9 for �0
j of all resonances set to ��/2,

0, �/2 and �. To illustrate the e�ect that the model of the strong phase di�erences
have in the presence of new weak phases, two new physics models are considered which
are compatible with existing experimental constraints. One with CNP

9 = �1.0 � 1.0i,
and one with both CNP

7 = �0.03i and CNP
9 = �1.0 [52, 53]. The notation CNP

7,9 denotes
the new physics contribution to the corresponding Wilson Coe�cient. In both these
models, all other Wilson Coe�cients are set to their SM values. It is clear that the
long-distance contribution enhances CP -violating e�ects in these decays, with the level of
this enhancement depending on the value of the unknown phase �0

j . As it can be seen, there
is a huge e�ect in the vicinity of the resonances, thus giving sensitivity to an imaginary
component of C9 in a way which have not been considered before. The only other viable
way to gain sensitivity would be through a time dependent analysis of the B0

s ! J/��
or the B0 ! K⇤0µ+µ� with the K⇤0 decaying to the CP eigenstate K0

S�
0. In contrast,

CP -violating e�ects arising through a weak phases appearing in the Wilson coe�cient C7,
are best constrained from measurements of B ! K⇤� decays [53].

10

K.A. Petridis (UoB) b2s`` February 2018 b2s`` 2018 6 / 6

[Blake et al EPJC(2018)78:453]
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B → K (∗) form factors
� Global fits of Wilson coefficients to Rare-B decay data rely on precise

predictions B → K (∗) form factors
� Great advancements by theory and Lattice QCD community

Khodjamirian et al [1703.04765], Bharucha et al [1503.05534], Horgan et al [1310.3722],
Meinel et al [1608.08110], Buchard et al [1509.06235,1507.01618]...

� Expect further improvements in theory predictions coming through further
developments in Lattice QCD or otherwise

[LHCb Run1 Eur. Phys.J. C(2017)77:161]
Eur. Phys. J. C   (2017) 77:161 Page 7 of 15  161 

Fig. 3 Fits to the dimuon mass
distribution for the four different
phase combinations that
describe the data equally well.
The plots show cases where the
J/ψ and ψ(2S) phases are both
negative (top left); the J/ψ
phase is positive and the ψ(2S)
phase is negative (top right); the
J/ψ phase is negative and the
ψ(2S) phase is positive (bottom
left); and both phases are
positive (bottom right). The
component labelled interference
refers to the interference
between the short- and
long-distance contributions to
the decay. The χ2 value of the
four solutions is almost
identical, with a value of 110 for
78 degrees of freedom
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Table 3 Branching fractions
and phases for each resonance in
the fit for the four solutions of
the J/ψ and ψ(2S) phases.
Both statistical and systematic
contributions are included in the
uncertainties. There is a
common systematic uncertainty
of 4.5%, dominated by the
uncertainty on the
B+ → J/ψK+ branching
fraction, which provides the
normalisation for all
measurements

Resonance J/ψ negative/ψ(2S) negative J/ψ negative/ψ(2S) positive

Phase [rad] Branching fraction Phase [rad] Branching fraction

ρ(770) −0.35 ± 0.54 (1.71 ± 0.25) × 10−10 −0.30 ± 0.54 (1.71 ± 0.25) × 10−10

ω(782) 0.26 ± 0.39 (4.93 ± 0.59) × 10−10 0.30 ± 0.38 (4.93 ± 0.58) × 10−10

φ(1020) 0.47 ± 0.39 (2.53 ± 0.26) × 10−9 0.51 ± 0.37 (2.53 ± 0.26) × 10−9

J/ψ −1.66 ± 0.05 – −1.50 ± 0.05 –

ψ(2S) −1.93 ± 0.10 (4.64 ± 0.20) × 10−6 2.08 ± 0.11 (4.69 ± 0.20) × 10−6

ψ(3770) −2.13 ± 0.42 (1.38 ± 0.54) × 10−9 −2.89 ± 0.19 (1.67 ± 0.61) × 10−9

ψ(4040) −2.52 ± 0.66 (4.17 ± 2.72) × 10−10 −2.69 ± 0.52 (4.25 ± 2.83) × 10−10

ψ(4160) −1.90 ± 0.64 (2.61 ± 0.84) × 10−9 −2.13 ± 0.33 (2.67 ± 0.85) × 10−9

ψ(4415) −2.52 ± 0.36 (6.04 ± 3.93) × 10−10 −2.43 ± 0.43 (7.10 ± 4.48) × 10−10

Resonance J/ψ positive/ψ(2S) negative J/ψ positive/ ψ(2S) positive

Phase [rad] Branching fraction Phase [rad] Branching fraction

ρ(770) −0.26 ± 0.54 (1.71 ± 0.25) × 10−10 −0.22 ± 0.54 (1.71 ± 0.25) × 10−10

ω(782) 0.35 ± 0.39 (4.93 ± 0.58) × 10−10 0.38 ± 0.38 (4.93 ± 0.58) × 10−10

φ(1020) 0.58 ± 0.38 (2.53 ± 0.26) × 10−9 0.62 ± 0.37 (2.52 ± 0.26) × 10−9

J/ψ 1.47 ± 0.05 – 1.63 ± 0.05 –

ψ(2S) −2.21 ± 0.11 (4.63 ± 0.20) × 10−6 1.80 ± 0.10 (4.68 ± 0.20) × 10−6

ψ(3770) −2.40 ± 0.39 (1.39 ± 0.54) × 10−9 −2.95 ± 0.14 (1.68 ± 0.61) × 10−9

ψ(4040) −2.64 ± 0.50 (4.05 ± 2.76) × 10−10 −2.75 ± 0.48 (4.30 ± 2.86) × 10−10

ψ(4160) −2.11 ± 0.38 (2.62 ± 0.82) × 10−9 −2.28 ± 0.24 (2.68 ± 0.81) × 10−9

ψ(4415) −2.42 ± 0.46 (6.13 ± 3.98) × 10−10 −2.31 ± 0.48 (7.12 ± 4.94) × 10−10
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Two useful checks
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Figure 1: The long-distance contributions to the B0! K⇤0µ+µ� invariant amplitudes as
a function of q2. The prediction using the model discussed in Sec. 2 is shown, where only
the contributions from the J/ and  (2S) resonances are considered. The free phases
✓0

J/ and ✓0
 (2S) are both set to 0 (cyan solid line) or ⇡ (cyan dashed-dotted line). The

prediction where all phases of the J/ and  (2S) appearing in Eq. (10) are set to zero is
also depicted (black solid line), alongside the prediction from Ref. [27] (magenta band).

from the J/ and  (2S) resonances are considered, is in qualitative agreement with that of
Ref. [18] for the following parameter choice: ✓0

J/ = ⇡/8, ✓0
 (2S) = ⇡/8, ⇣� ⇠ 15%|C7| and

!� = ⇡. The small level of disagreement observed in the imaginary part of the amplitudes
at low q2 is due to the choice of setting !� = ⇡, with complex valued �Chad

7 � (q2) giving a
better agreement.

To conclude, the simplistic model of the long-distance contributions to Ce↵
9 presented

7

Blake et al, arXiv:1709.03921

� Can also use our data to further cross-check/improve on precision
[Eur. Phys.J. C(2017)77:161]
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Summary

� Run1 and Run2 of LHCb have ushered precision era in b → s`` transitions
revealing intriguing tensions

� Update to RK using data between 2011-2016 results in ∼ 2.5σ tension to
SM

� More measurements needed to clarify situation
� Working on adding 2017,2018 data doubling the number of B’s
� R∗K and angular analyses of B → K∗`+`− within Run2 on their way
→ Clarify situation

� Full exploitation of these decays can only be achieved through LHCb
Upgrade II (see Christoph’s talk)
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B0 → K ∗0e+e− angular analysis LHCb [JHEP04(2015)064]

� Measure angular observables in 0.0004 < q2 < 1GeV2

→ dominated by C
′
7 contributions

� ∼ 150 signal candidates → Fit in cosθ`, cosθK and “folded” φ to measure
AT2, AIm

T , ARe
T , FL

Table 1: Fit results for the angular observables FL, A
(2)
T , AIm

T and ARe
T . The second column

corresponds to the uncorrected values directly obtained from the fit while the third column gives
the final results after the correction for the (3.8±1.9)% of B0! K⇤0�e+e� contamination and for
the small fit biases due to the limited size of the data sample. The first uncertainty is statistical
and the second systematic.

Uncorrected values Corrected values
FL 0.15 ± 0.06 0.16 ± 0.06 ± 0.03

A
(2)
T �0.22 ± 0.23 �0.23 ± 0.23 ± 0.05

AIm
T +0.14 ± 0.22 +0.14 ± 0.22 ± 0.05

ARe
T +0.09 ± 0.18 +0.10 ± 0.18 ± 0.05
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Figure 4: Distributions of the K+⇡�e+e� invariant mass, cos ✓`, cos ✓K and �̃ variables for the
B0! K⇤0e+e� decay mode and the three trigger categories grouped together. The dashed line
is the signal PDF, the light grey area corresponds to the combinatorial background, the dark
grey area is the PR background. The solid line is the total PDF.

The systematic uncertainties due to the modelling of the angular acceptance are
estimated by varying the shapes introducing functional dependences that would bias the
angular observables.

The uncertainties due to the description of the shape of the combinatorial background
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Table 1: Fit results for the angular observables FL, A
(2)
T , AIm

T and ARe
T . The second column

corresponds to the uncorrected values directly obtained from the fit while the third column gives
the final results after the correction for the (3.8±1.9)% of B0! K⇤0�e+e� contamination and for
the small fit biases due to the limited size of the data sample. The first uncertainty is statistical
and the second systematic.

Uncorrected values Corrected values
FL 0.15 ± 0.06 0.16 ± 0.06 ± 0.03

A
(2)
T �0.22 ± 0.23 �0.23 ± 0.23 ± 0.05

AIm
T +0.14 ± 0.22 +0.14 ± 0.22 ± 0.05

ARe
T +0.09 ± 0.18 +0.10 ± 0.18 ± 0.05
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Figure 4: Distributions of the K+⇡�e+e� invariant mass, cos ✓`, cos ✓K and �̃ variables for the
B0! K⇤0e+e� decay mode and the three trigger categories grouped together. The dashed line
is the signal PDF, the light grey area corresponds to the combinatorial background, the dark
grey area is the PR background. The solid line is the total PDF.

The systematic uncertainties due to the modelling of the angular acceptance are
estimated by varying the shapes introducing functional dependences that would bias the
angular observables.

The uncertainties due to the description of the shape of the combinatorial background
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angular observables.
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� Measurements complementary to
BFs and ACP(t) of B → K∗γ and
Bs → φγ

� Provide one of strongest
constraints to C ′7

Paul, Straub [1608.02556]
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Figure 2: Constraints on NP contributions to the Wilson coe�cients C7 and C 0
7. For the global

constraints, 1 and 2� contours are shown, while the individual constraints are shown
at 1� level.

of NP contributions to Re C7 vs. Re C 0
7 and Re C 0

7 vs. Im C 0
7. The contours correspond to

constant values of ��2 with respect to a best fit point, obtained by combining (correlated)
experimental and theoretical uncertainties7. In each of the plots, we have assumed NP to only
a↵ect the two quantities plotted (e.g., in the first plot, both coe�cients are assumed to be
real). In addition to the global 1 and 2� constraints, we also show the 1� constraints from
individual exclusive observables as well as from the combination of all branching ratios. These
plots highlight the complementarity of the exclusive observables: while the imaginary part of
C 0

7 is constrained by AIm
T , the real part is constrained by A�� and P1, while SK⇤� leads to a

constraint in the complex C 0
7 plane that is “rotated” by the B0 mixing phase 2�. The new

measurement of A�� shows a preference for non-zero Re C 0
7, but given its large uncertainties,

it is not in disagreement with the measurement of P1.
Since the experimental central value of A�� is at the border of the physical domain, we

provide best fit values and correlated errors on the real and imaginary parts of C 0
7 in a fit

without A�� and in a fit including it, obtained by approximating the likelihood in the vicinity
of the best fit point as a multivariate Gaussian. We find

✓
Re C 0NP

7 (µb)
Im C 0

7(µb)

◆
=

✓
0.019 ± 0.043
0.005 ± 0.034

◆
, ⇢ = 0.39 (without A��), (41)

✓
Re C 0NP

7 (µb)
Im C 0

7(µb)

◆
=

✓
0.052 ± 0.039
0.006 ± 0.042

◆
, ⇢ = 0.31 (with A��), (42)

where ⇢ are the correlation coe�cients.

4. Conclusions and outlook

The b ! s� transition belongs to the most important probes of NP in the flavour sector.
While the most stringent constraint on new contributions with left-handed photon helicity

7See [7] and the documentation of the FastFit class in flavio for details on the procedure.
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Branching fractions and other results LHCb-Paper-2019-009
If instead the Run 1 and Run 2 were fitted separately:

Rnew
K Run 1 = 0.717+0.083

≠0.071
+0.017
≠0.016, RK Run 2 = 0.928+0.089

≠0.076
+0.020
≠0.017,

Rold
K Run 1 = 0.745+0.090

≠0.074 ± 0.036 (PRL113(2014)151601) ,

Compatibility taking correlations into account:
I Previous Run 1 result vs. this Run 1 result (new reconstruction selection): < 1 ‡;
I Run 1 result vs. Run 2 result: 1.9 ‡.

B+ æ K+µ+µ≠ branching fraction:
I Compatible with previous result (JHEP06(2014)133) at < 1 ‡;
I Run 1 and Run 2 results compatible at < 1 ‡.

B+ æ K+e+e≠ branching fraction:

dB (B+ æ K+e+e≠)
dq2 (1.1 < q2 < 6.0 GeV2) = (28.6+2.0

≠1.7 ± 1.4) ◊ 10≠9 GeV≠2

10 Thibaud Humair
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2D q2, m plot
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R(Â(2S))
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Part reco components
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Cascade vetoes
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E�ciency calibration summary

• After calibration, very good data/MC agreement in all key observables
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Rare decays at LHCb PhaseII
2018-2021 Run 3 (2021-2023) 2023-2025 Run 4 (2025-2028) 2028-2030 Run 5 (2030-2035+)
Shutdown ~23fb-1 Shutdown ~50fb-1 Shutdown ~300fb-1

LHCb upgrade PhaseI LHCb upgrade PhaseII

� Angular and LFU measurements
statistically limited even after
PhaseI

� Dominant systematic
uncertainties statistical in
nature

0.4 0.6 0.8 1 1.2
XR

LHCb Run 1

Scenario I
LHCb Upgrade II

Scenario II
LHCb Upgrade II

Scenario III
LHCb Upgrade II

Scenario IV
LHCb Upgrade II

  [1,6]KR
 [1,6]*KR
[1,6] φR

Fig. 53: Projected sensitivity for the RK , RK
⇤ and R� measurements in different NP scenarios with the

Upgrade II data set. The existing Run 1 measurements of RK and RK
⇤ are shown for comparison.

⇤0
b! N⇤µ+µ� decay will require statistical separation of overlapping p⇡� resonances with different

JP by performing an amplitude analysis of the final-state particles.

The combination of information from B(B0! µ+µ�), the differential branching fraction of the
B+! ⇡+µ+µ� decay, and angular measurements, notably of B0

s! K⇤0µ+µ�, will indicate whether
NP effects are present in b ! d transitions at the level of 20% of the SM amplitude with more than 5�
significance.

7.3.4 LFU tests in b ! (s, d)``

The Run 1 LHCb data have been used to perform the most precise measurements of RK and RK
⇤

to-date [5,6] (see Fig. 53). These measurements are compatible with the SM at the level of 2.1–2.6 stan-
dard deviations. Assuming the current detector performance, approximately 46 000 B+! K+e+e� and
20 000 B0! K⇤0e+e� candidates are expected in the range 1.1 < q2 < 6.0 GeV2/c4 in the Upgrade II
data set. The ultimate precision on RK and RK

⇤ will be better than 1%. The importance of the Upgrade II
data set in distinguishing between different NP scenarios is highlighted in Fig. 53. With this data set all
four NP scenarios could be distinguished at more than 5� significance.

The Upgrade II data set will also enable the measurement of other RX ratios e.g., R�, RpK and
the ratios in CKM suppressed decays. For example, with 300 fb�1, it will be possible to determine
R⇡ = B(B+! ⇡+µ+µ�)/B(B+! ⇡+e+e�) with a few percent statistical precision. A summary of
the expected performance for a number of different RX ratios is indicated in Table 32.

In addition to improvements in the RX measurements, the enlarged Upgrade II data set will give
access to new observables. For example, the data will allow precise comparisons of the angular distri-
bution of dielectron and dimuon final-states. Differences between angular observables in B! Xµ+µ�

and B! Xe+e� decays are theoretically pristine [1129, 1130] and are sensitive to different combina-
tions of Wilson coefficients compared to the RX measurements. Fig. 54 shows that an upgraded LHCb
detector will enable such decays to be used to discriminate between different NP models, for example
separating between Scenarios I and II [1131]. Excellent NP sensitivity can be achieved irrespective of
the assumptions made about the hadronic contributions to the decays.

In the existing LHCb detector, electron modes have an approximately factor five lower efficiency

141

� Maintain/improve performance through: material reduction, higher
segmentation ECAL, timing information

� Measure B(B0
s → µ+µ−) to ∼ 5% (on par with current theory error)

� NP effects in B → e+e− and B → τ+τ− means with 300fb−1 can
exclude modelsK.A. Petridis (UoB) TUPiFP 2019 IPPP 19 / 19


