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Outline

• DAMPE & Simulation:


• Cosmic-Ray (CR) proton/ion analyses


• High-energies (>100 TeV)


• Cosmic-Ray (CR) electron analysis
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Figure 1: Schematic view of the DAMPE detector. Sensitive detectors and support structures

are shown. The z-axis of the DAMPE coordinate system is oriented to the zenith, orthogonal

to the STK planes and y points to the sun.

Moreover, thanks to its high position resolution, the direction of incoming pho-51

tons converting into electron-positron pairs in the STK’s tungsten plates can be52

precisely reconstructed. In order to fully exploit the trajectory reconstruction53

capabilities of the STK, a precise alignment of the instrument is needed, as54

explained in the paper.55

The paper is organized as follows. In Section 2 the STK is briefly described.56

Section 3 provides the details of the on-orbit data and simulation used in the57

alignment analysis. Section 4 gives an overview of the data reconstruction pro-58

cedure. In Section 5 the alignment procedure is described in detail. In Section 659

the results on the STK position resolution are reported. In Section 7 the align-60

ment stability and its on-orbit variations are discussed. Conclusions are given61

in Section 8.62

2. The STK63

The STK [3] is designed to reconstruct the charged particle trajectories,64

identify the direction of incoming gamma-rays converting into electron-positron65

pairs and measure the charge Z of cosmic rays. It consists of 6 tracking double-66

layers, providing 6 independent measurements of the x and y coordinates of the67
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Figure 1: Block-diagram of the DAMPE offline software

(writing) the input (output) data to the ROOT files. The algorithm is not aware of whether data
comes from the input file or as an output of preceding algorithm in a sequence, the only thing that
matters it the name of the input “collection” of data and its type. Finally, although the algorithms
and services can be fully configured via the job options, the configuration files are used as well,
in order to store the configuration parameters that are shared by multiple algorithms, which makes
versioning of the code easier to trace. In other words, each simulation (reconstruction) campaign
can be “tagged” with one or more configuration files.

Although the majority of reconstruction jobs are usually run on the computing cluster, the
whole DAMPE software framework can be also installed on a desktop computer with Linux or
MacOS system on it. It requires ROOT, Boost libraries [5] and Geant4 (optional) to be installed
beforehand. Also Scons [6] is required as a tool for compiling (assembling) the project. In case
of analysis jobs, user does not require the whole DAMPE framework to be installed, instead a
light-weight “Event” package is deployed. It contains the definitions of DAMPE data classes, and
the corresponding ROOT dictionaries, allowing to read (analyze) the data either through compiled
C++ code, CINT or in Python. The Event package requires only ROOT to be pre-installed on a
user machine.

During the beam-test campaigns at CERN, 2014 and 2015, a fast data reprocessing has been
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(4)$

.STP to .STL conversion 

Figure 3: Cartoon illustrating conversion of engineering CAD model of the STK to GDML\XML
geometry used by DAMPE simulation and reconstruction algorithms. The CAD drawing of the
STK (.stp file) is exploded into a set of .stl files, each representing its own part of the geometry
(from top to bottom in the figure): corner fits (aluminium), tungsten converters, aluminum honey-
comb trays, silicon sensors. The .stl parts are converted further into tessellated structures using the
CADMESH package [4]. Finally, the sensitive detectors are parsed with a custom software and the
read-out silicon strip objects are created as simple geometries (not tessellated).

be immediately put on test in the physics simulation. It also automatizes versioning of the geometry,
providing confidence that the simulated object corresponds to reality as much as possible.

Converting CAD drawings into Geant4 compatible format, GDML (Geometry Description
Markup Language) [3], is a long-standing problem which has been attacked many times with no
permanent success. The most widespread solution is based on conversion of CAD drawings into
tessellated structures [4]. However, it suffers reasonable computing overhead due to necessity of
dealing with complex geometries at the simulation level. In case of DAMPE we improve this
technique by replacing sensitive parts of the detector (silicon sensors) with simple rectangular
shapes. Silicon detectors can be parsed out from the geometry and split further into particular read-
out strips. In doing so we bypass the problem of computing overhead with tessellated solids, while
keeping the geometry exactly the same as in the provided CAD drawing. The CAD to GDML
conversion is illustrated in Fig. 3. Before converting CAD geometry to GDML, an intermediate
step is taken to explode the model into parts, where each part corresponds to one single material.
Once those parts are converted into corresponding GDML modules, proper materials are assigned
to them. Finally, an XML file with the description of sensitive detectors (their positions) is created.
The later one is used as an input to reconstruction jobs, providing a mapping between read-out
channel identifiers in electronics and real x,y,z positions of the hits. The 3D model of DAMPE
visualised with Geant4 is shown in Fig. 4.

4. The DAMPE Reconstruction Software

In this Section we describe the current status of reconstruction software of DAMPE. It can be
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Figure 4: GDML geometry of DAMPE as it appears in the GEANT4 viewer: left - whole satellite
payload, right - detector elements only (sensitive volumes).

divided in two parts: shower reconstruction in the calorimeter and track reconstruction in the STK.
Those two form the objects that are used for further identification of photons, electrons etc. One
of the goals of shower reconstruction in the calorimeter is to provide an initial particle direction,
which is then passed to the STK reconstruction algorithms, e.g. as a seed of Kalman tracking
algorithm. First, a centre-of-gravity position is evaluated for the calibrated energy deposits in each
layer of calorimeter, along the z-axis (in the coordinate system of DAMPE, z-axis is the direction
perpendicular to the STK layers, pointed from the STK to the calorimeter, see Fig 4). Then a set of
points is formed in both xz and yz projections in the calorimeter, and are fitted with a straight line.
This line gives a preliminary direction of a particle in DAMPE.

The track reconstruction in DAMPE is done as follows. First, the track seed is formed either
with a blind-seed finding algorithm, which uses STK information only, or the seed is taken from the
shower direction reconstructed in the calorimeter. Depending on conditions, one or both seeding
algorithms are used. As soon as track seed(s) are created, they are reconstructed (filtered) further
using the adaptation of Kalman algorithm [7]. For the calorimeter-seed approach, the shower di-
rection is projected onto the closest layer of the STK with the corresponding covariance matrix,
either infinite, or the one evaluated from the calorimeter position and angular resolution as a func-
tion of energy. If the hit is found within a reasonable window around the projected position, a seed
is formed and a track is reconstructed further using the Kalman filter. If the resulting track is of
insufficient quality (the c2-test or the number of hits in the track does not fulfil the corresponding
threshold values) the procedure is repeated with the second-closest layer of the STK, and if the suf-
ficiently good track is not found yet – it is repeated with the third one. Then, if the track is finally
retrieved, the whole procedure is repeated again with the first point of previous track being removed
from the list of available points. Up to 10 such iterations are allowed. Finally, the same procedure
is repeated with the 3 furthermost layers of STK in the opposite direction (towards calorimeter).
Once a set of tracks is formed, ghost tracks are eliminated by looping over all tracks and removing
those which are crossed by other tracks. If two tracks cross each other, the one which has lower
number of hits or lower c2 is removed. The track “forks” in the direction towards calorimeter are
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• Geometry model in Geant4 is created from the 
CAD drawings


• Each CAD geometry element is saved as a 
tessellated solid in an STL file


• STL converted to GDML with material 
assignment using the conversion tool*

* https://github.com/tihonav/cad-to-geant4-converter



CR proton/ion analyses 
Simulation challenges
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Simulation challenges in CR  
analysis

4

BGO-preselection Efficiency

The efficiency of  combination of  HE-trigger and BGO-preselection 

For sufficient statistics up to ~10 TeV, MIP trigger events are used. The HE-trigger 
and BGO-preselection are both moved to the last step. 
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• High-Energy Trigger (HET) — largely determines the proton acceptance


• After the HET selection, average deposited  energy fraction for protons 
ranges from ~50% at 100GeV to ~30% at 100 TeV:


• Energy unfolding is needed — relies on MC!
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Figure 1: The combined charge spectrum of PSD for protons and helium nuclei, for BGO
energies between 447 GeV and 562 GeV. Shown are the on-orbit data (black), together with the
best-fit templates of simulations of protons (blue), helium nuclei (green), and their sum (red). The
vertical line shows the cut to select proton candidates in this BGO-energy range.
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* EREC = 447 —562 GeV
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Simulation challenges in CR  
analysis

Z estimation in 
PSD

MC is corrected for the charge 
“smearing”



CHAPTER 4. MEASUREMENT OF THE PROTON FLUX
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Figure 4.15: Number of tracks in the event for six different reconstructed energy ranges, for
data in the proton range (red) and proton MC FTFP (blue). The histograms are normalized to
unity.

s1 = fσ pMCx(y)(Erec)

where fMPV and fσ are the functions used to fit the MPV and σ evolution as a function of
the reconstructed energy in BGO (Erec) for x and y. The corrected PSDx(y) measurement
for the MC will be then:

⇒ PSDx(y)(corr) = (PSDx(y) − p1)s0/s1 + p0. (4.10)

After the application of this correction (or simply smear to data) the agreement between
data and MC is good as seen from Fig. 4.18 and Fig. 4.19. We summarized in Tab. 4.4
the effect of the correction on PSDy in some energy bins. In section B.1 the smear
method is applied to proton and helium MC QGSP and in section B.2 for the helium
MC FTFP sample. The reason of this correction was studied in detail in section 4.6 and
it is related with the backsplash simulation in the PSD when the particle interacts with
the detector before the calorimeter.
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Figure 4.13: MPV of the Landau fit on the PSDglobal distribution as a function of the recon-
structed energy: left for data in red and proton MC QGSP in blue; right for data in red and
proton MC FTFP+CRMC in blue. The data sample is different between the two plots (left 22
months, right 30 months of data acquisition). The green line in the plot on the right represents
the proton selection function which is the same for both analysis periods.

4.3.6 Correction in the PSD for protons and helium nuclei

The MC simulation and the data were used to study the response of protons and
helium nuclei in the two layers of PSD. The demands in the selection cuts of group 4
were modified after the requirement of the trigger and the electron rejection, removing
all the PSD related cuts. In order to select a proton and a helium sample without the
charge information in PSD, we ask that:

1. the cluster charge in the first point of STK (STKFP) belongs to the interval
[20, 120] ADC for protons and [120, 600] ADC for helium to help the particle
identification;

2. for E ∈ [20, 250] GeV #tracks< 4, E ∈ [250, 5000] GeV #tracks< 6, E> 5000 GeV
#tracks < 15, where E is the reconstructed energy in BGO, and #tracks refers to
the number of tracks in the event. Fig. 4.15 shows the number of tracks in the
event for data and proton MC FTFP for various energy intervals.

The PSDx(y) distributions are fitted with a Landau function after this selection and
several examples are shown in Fig. 4.16 for protons. The MC used is the combined
sample FTFP+CRMC. The MPV and the width (σ) of the Landau fit as a function
of the energy are shown in Fig. 4.17. The fits in Fig. 4.17 were performed using a log
polynomial function of order four. A clear difference in the MPV value and the σ is
observed between data and MC (quantified in Tab. 4.3 for the example energy bins in
Fig. 4.17), therefore it was decided to apply a correction for PSDx(y) in MC defining:

p0 = fMPVData x(y)(Erec)

s0 = fσData x(y)(Erec)

p1 = fMPVpMCx(y)(Erec)

98
{

MC

Data
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Figure 4.17: Left (right) top and bottom: MPV and σ of the Landau fit on the reconstructed
charge in PSDx(y) as a functions of the energy for protons.

Energy [GeV] DiffpMPV Diffpσ

[133, 177] ∼1 % ∼17
[1000, 1333] ∼4% ∼36%
[1778, 2371] ∼6% ∼38%
[5623, 7498] ∼8% ∼38%

Table 4.3: Observed difference in MPV and σ of the Landau fit between data in the proton
region and proton MC FTFP+CRMC in several example energy bins for PSDy.

Energy [GeV] DiffpMPV Diffpσ

[133, 177] negligible ∼ 1%
[1000, 1333] negligible ∼3%
[1778, 2371] ∼1% ∼3%
[5623, 7498] ∼1% ∼11%

Table 4.4: Observed difference in MPV and σ of the Landau fit between data in the proton
region and proton MC FTFP in some example energy bins for PSDy after the smear procedure.

from the RMS of the energy deposition in each of the BGO layers:

RMSBGOLj =
21∑

ibar=0

E(ibar,Lj)[Hitpos(ibar,Lj)− Poscore j]
2 (4.11)
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4.3. CANDIDATE PROTON SAMPLE SELECTION
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Figure 4.8: Left (right) top and bottom: evolution with energy of the MPV and the � of the
Landau fit performed on the reconstructed charge in PSDx(y) for proton.

Energy [GeV] Di↵pMPV Di↵p�

[133, 177] negligible ⇠ 1%
[1000, 1333] negligible ⇠3%
[1778, 2371] ⇠1% ⇠3%
[5623, 7498] ⇠1% ⇠11%

Table 4.4: Observed di↵erence in MPV and � of the Landau fit between orbit-data in the proton
region and proton MC FTFP in some example energy bins for PSDy after the smear procedure.

reconstructed tracks and that will allow to a more accurate measurement (an example of
an event selected is reported in Fig. 4.14). To have a high noise discrimination in PSD,
we ask additionally that PSDx,y > 1

p
MeV. After this cut we combined the information

on both views introducing:

PSDglobal =
PSDx + PSDy

2
. (4.7)

The PSDglobal distribution is shown in Fig. 4.15. We fitted with a Landau function the
PSDglobal distribution in various energy bins and we saw the evolution as a function of
energy of the MPV so to obtain a function that will allow us to select the proton sample.
Several fits are reported using as MC the FTFP sample in Fig. 4.16. The behavior of the
MPV of the Landau function is described in Fig. 4.17 on the left panel using 22 month
of data and proton MC QGSP and on the right with 24 months and proton MC FTFP.
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• Geant4 hadronic simulation shows very good agreement with beam-
test data, at PS—SPS energies (up to 400 GeV for protons)
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Figure 25: Distributions of deposited energies (blue) and unfolded ones (red) for beam test
protons at incident momenta of 5, 10, 150, and 400 GeV/c.

sky-survey mode immediately, and a dedicated calibration of the detector was
performed in the first 15 days, including pedestals, MIP responses (protons),
alignments, and timing etc. Comparison between on-orbit data with simulations
and ground cosmic-ray data demonstrates the excellent working condition of
DAMPE detectors. Details of the on-orbit calibration and performance

evaluation will be published elsewhere [64].

4.2. Operation

Since December 17th 2015, DAMPE is orbiting in solar synchronous mode,
with each orbit lasting 95 minutes. The trigger configuration and the pre-scaling
factors for the on-orbit science operation have been illustrated in Sect. 2.5, and
ensure a global trigger rate around 70 Hz. The pedestal calibration is performed
twice per-orbit, and all data are regularly transmitted to ground.
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On ground the data are processed by the Ground Support System (GSS) and
the Scientific Application System (SAS). Binary raw data (housekeeping and
science data) transmitted to ground are first received by three ground stations
located in the south, west and north of China at early morning and afternoon
of each day respectively, when the satellite passes China’s borderline. Then all
binary data are automatically transmitted to the GSS located in Beijing, and are
tagged as level-0 data. On average, about 12 GB level-0 data are produced per
day. Upon arrival of the level-0 data at the GSS, they are immediately processed
and several operations are performed, including data merging, overlap skipping
and cyclic redundancy check (CRC) which is an error-detecting code based on
the protocol CRC-16/CCITT.

The level-0 data are daily processed into level-1 data, which includes 13 kinds
of completed telemetry source packages, one for science data and 12 for house-
keeping data. Daily level-1 data will then be processed by the GSS within 1 hour.
The SAS located at the Purple Mountain Observatory of Chinese Academy of
Sciences in Nanjing monitors the level-1 data production 24 hours a day con-
tinuously. The new level-1 data will be synchronized to the mass storage at the
Purple Mountain Observatory immediately. Then 12 housekeeping data pack-
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sky-survey mode immediately, and a dedicated calibration of the detector was
performed in the first 15 days, including pedestals, MIP responses (protons),
alignments, and timing etc. Comparison between on-orbit data with simulations
and ground cosmic-ray data demonstrates the excellent working condition of
DAMPE detectors. Details of the on-orbit calibration and performance

evaluation will be published elsewhere [64].

4.2. Operation

Since December 17th 2015, DAMPE is orbiting in solar synchronous mode,
with each orbit lasting 95 minutes. The trigger configuration and the pre-scaling
factors for the on-orbit science operation have been illustrated in Sect. 2.5, and
ensure a global trigger rate around 70 Hz. The pedestal calibration is performed
twice per-orbit, and all data are regularly transmitted to ground.
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alignments, and timing etc. Comparison between on-orbit data with simulations
and ground cosmic-ray data demonstrates the excellent working condition of
DAMPE detectors. Details of the on-orbit calibration and performance
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4.2. Operation

Since December 17th 2015, DAMPE is orbiting in solar synchronous mode,
with each orbit lasting 95 minutes. The trigger configuration and the pre-scaling
factors for the on-orbit science operation have been illustrated in Sect. 2.5, and
ensure a global trigger rate around 70 Hz. The pedestal calibration is performed
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sky-survey mode immediately, and a dedicated calibration of the detector was
performed in the first 15 days, including pedestals, MIP responses (protons),
alignments, and timing etc. Comparison between on-orbit data with simulations
and ground cosmic-ray data demonstrates the excellent working condition of
DAMPE detectors. Details of the on-orbit calibration and performance

evaluation will be published elsewhere [64].

4.2. Operation

Since December 17th 2015, DAMPE is orbiting in solar synchronous mode,
with each orbit lasting 95 minutes. The trigger configuration and the pre-scaling
factors for the on-orbit science operation have been illustrated in Sect. 2.5, and
ensure a global trigger rate around 70 Hz. The pedestal calibration is performed
twice per-orbit, and all data are regularly transmitted to ground.
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• Geant4 hadronic simulation shows very good agreement with beam-
test data, at PS—SPS energies (up to 243 GeV for electrons)

Geant4 is used as a baseline for 
DAMPE simulations up to 100 TeV 
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Figure 13: The electron energy distribution from beam test data, before and after correction,
as measured in the BGO (see text). the corrected energy resolution is 1.85% for 10 GeV
electrons and 0.80 % for 100 GeV electrons.

The ground calibration of BGO has been performed using both the data
collected in a beam test campaign at CERN and cosmic ray data collected from
ground. The calibration procedure includes the measurement of the pedestals,
the evaluation of the calibration constants from the MIP peaks, the evaluation
of the dynode ratios, and the measurement of the bar attenuation lengths. The
full details of the calibration procedure are provided in Refs. [56, 57]. Fig. 13
summarizes the performance of energy reconstruction of the BGO calorimeter
for electrons with di↵erent energies up to ⇠ 250 GeV. The data shown in the fig-
ure was obtained during the beam test campaigns performed at CERN. Details
on the energy reconstruction and the electron/proton separation are discussed
in Section 3.2.1 and Section 3.2.4. The linearity of reconstructed energy is
better than 1%, as shown in the Fig. 14. The energy resolution is better than
1.2% at the energies above 100 GeV (see Fig. 23).

2.4. The NeUtron Detector (NUD)

The main purpose of the NUD is to perform electron/hadron identification
using the neutrons produced in hadronic showers initiated in the BGO calorime-
ter. In fact, for a given initial particle energy, the neutron content of a hadronic
shower is expected to be one order of magnitude larger than that of an electro-
magnetic shower. Once the neutrons are created, they are quickly thermalized
in the BGO calorimeter, and the total neutron activity over a few microseconds
is measured by NUD. Table 5 summarizes the key parameters of the NUD.

Fig. 15 shows the detailed structure of NUD. It consists of four 30 cm ⇥
30 cm ⇥ 1.0 cm blocks of boron-loaded plastic scintillator (Eljen Technologies
EJ-254), with 5% boron concentration by weight which has the natural 10B
abundance of 20% [60]. Each scintillator is wrapped with a layer of aluminum
film for photon reflection, anchored in aluminum alloy framework by silicone
rubber, and readout by a PMT. The space between plastic scintillators and
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Figure 14: Energy reconstructed as a function of the incident energy of electron beam. Red
triangles shows the beam test data, and the open blue circles shows the simulation.

aluminum alloy framework is 1 mm on each side, and is filled with silicone
rubber to relieve the vibration during the launch.

The scintillators are embedded with wavelength shift fibers for optical trans-
mission in order to reduce the fluorescence attenuation and increase photon
collection e�ciency, and then the signals are readout by corner-on Hamamatsu
R5610A-01 PMTs. The R5610A-01 is a 0.75 inches diameter head-on, 10-dynode
PMT with a maximum gain of 2⇥106, and a spectral response ranging from 300
nm to 650 nm, which is a good match to EJ-254’s 425 nm maximum emission
wavelength.

Neutron captures are the dominant source of photon generation in the NUD
after ⇠ 2µs from the initial calorimeter shower. Neutrons entering the boron-
loaded scintillator can in fact undergo the capture process 10B+n !7 Li+↵+�

with a probability inversely proportional to their speed, and a time constant for
capture inversely proportional to the 10B loading. About 600 optical photons
are produced in each capture [41].

A block diagram of the readout electronics is shown in Fig. 16. There are four
signal channels provided in one data processing board. Each channel contains
a fast pre-amplifier, a gating circuit (GC), a shaping circuit (SC) and a main
amplifier with peak holding chip (PHC). The GC and PHC are controlled by
the data control unit of the DAMPE satellite. The GC is designed to prevent
any early signal entering the SC, and is switched-on 1.6 µs after the triggering
signal produced by BGO. Then the delayed neutron signal could be shaped and
amplified to the PHC. After the ADC finishes the acquisition of all four signals,
a release signal will be sent to the PHC and GC to shut o↵ the signal channel
and wait for the next trigger.

16

Electrons

Energy [GeV]Energy [GeV]

Figure 22: Acceptance for electrons/positrons as a function of energy.

Figure 23: Energy resolution for gamma rays and electrons/positrons at normal incidence
(solid line) and at 30� o↵-axis angle (dashed line). DAMPE beam test results (with electrons)
are over-plotted as reported in Fig. 13.

as well.

The energy resolution (�E/E) of on-axis incident protons (after
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Figure 13: The electron energy distribution from beam test data, before and after correction,
as measured in the BGO (see text). the corrected energy resolution is 1.85% for 10 GeV
electrons and 0.80 % for 100 GeV electrons.

The ground calibration of BGO has been performed using both the data
collected in a beam test campaign at CERN and cosmic ray data collected from
ground. The calibration procedure includes the measurement of the pedestals,
the evaluation of the calibration constants from the MIP peaks, the evaluation
of the dynode ratios, and the measurement of the bar attenuation lengths. The
full details of the calibration procedure are provided in Refs. [56, 57]. Fig. 13
summarizes the performance of energy reconstruction of the BGO calorimeter
for electrons with di↵erent energies up to ⇠ 250 GeV. The data shown in the fig-
ure was obtained during the beam test campaigns performed at CERN. Details
on the energy reconstruction and the electron/proton separation are discussed
in Section 3.2.1 and Section 3.2.4. The linearity of reconstructed energy is
better than 1%, as shown in the Fig. 14. The energy resolution is better than
1.2% at the energies above 100 GeV (see Fig. 23).

2.4. The NeUtron Detector (NUD)

The main purpose of the NUD is to perform electron/hadron identification
using the neutrons produced in hadronic showers initiated in the BGO calorime-
ter. In fact, for a given initial particle energy, the neutron content of a hadronic
shower is expected to be one order of magnitude larger than that of an electro-
magnetic shower. Once the neutrons are created, they are quickly thermalized
in the BGO calorimeter, and the total neutron activity over a few microseconds
is measured by NUD. Table 5 summarizes the key parameters of the NUD.

Fig. 15 shows the detailed structure of NUD. It consists of four 30 cm ⇥
30 cm ⇥ 1.0 cm blocks of boron-loaded plastic scintillator (Eljen Technologies
EJ-254), with 5% boron concentration by weight which has the natural 10B
abundance of 20% [60]. Each scintillator is wrapped with a layer of aluminum
film for photon reflection, anchored in aluminum alloy framework by silicone
rubber, and readout by a PMT. The space between plastic scintillators and
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Figure 13: The electron energy distribution from beam test data, before and after correction,
as measured in the BGO (see text). the corrected energy resolution is 1.85% for 10 GeV
electrons and 0.80 % for 100 GeV electrons.

The ground calibration of BGO has been performed using both the data
collected in a beam test campaign at CERN and cosmic ray data collected from
ground. The calibration procedure includes the measurement of the pedestals,
the evaluation of the calibration constants from the MIP peaks, the evaluation
of the dynode ratios, and the measurement of the bar attenuation lengths. The
full details of the calibration procedure are provided in Refs. [56, 57]. Fig. 13
summarizes the performance of energy reconstruction of the BGO calorimeter
for electrons with di↵erent energies up to ⇠ 250 GeV. The data shown in the fig-
ure was obtained during the beam test campaigns performed at CERN. Details
on the energy reconstruction and the electron/proton separation are discussed
in Section 3.2.1 and Section 3.2.4. The linearity of reconstructed energy is
better than 1%, as shown in the Fig. 14. The energy resolution is better than
1.2% at the energies above 100 GeV (see Fig. 23).

2.4. The NeUtron Detector (NUD)

The main purpose of the NUD is to perform electron/hadron identification
using the neutrons produced in hadronic showers initiated in the BGO calorime-
ter. In fact, for a given initial particle energy, the neutron content of a hadronic
shower is expected to be one order of magnitude larger than that of an electro-
magnetic shower. Once the neutrons are created, they are quickly thermalized
in the BGO calorimeter, and the total neutron activity over a few microseconds
is measured by NUD. Table 5 summarizes the key parameters of the NUD.

Fig. 15 shows the detailed structure of NUD. It consists of four 30 cm ⇥
30 cm ⇥ 1.0 cm blocks of boron-loaded plastic scintillator (Eljen Technologies
EJ-254), with 5% boron concentration by weight which has the natural 10B
abundance of 20% [60]. Each scintillator is wrapped with a layer of aluminum
film for photon reflection, anchored in aluminum alloy framework by silicone
rubber, and readout by a PMT. The space between plastic scintillators and
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FLUKADAMPE-like Geometry

Proton, Plane source, dN/dE=E^-1, isotropic
• Alternative FLUKA simulation of DAMPE is implemented in 

parallel with the baseline Geant4 simulation 
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Geant4—CRMC interface

Geant4 Geant4-CRMC  
interface

* https://web.ikp.kit.edu/rulrich/crmc.html
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# CRMC & Geant4 combined physics list: 
SimAlg.Set("HadronPhysicsList", "DPMJET3_FTFP_BERT") 
# ... or 
SimAlg.Set("HadronPhysicsList", “EPOS199_FTFP_BERT") 

# ... this one is optional:  
SimAlg.Set("CrmcEnergyThresholdGeV", “200") 
# ... default threshold = 300 GeV

Cosmic-Ray Monte-Carlo * 
(CRMC)

CRMC: 
• DPMJET 
• EPOS 
• SYBILL 

         … other models     

• Running Geant4 simulations at > 100 TeV energies? → CRMC interface:

• Allows to run simulations with using the DPMJET, EPOS and other 

models in Geant4:

https://web.ikp.kit.edu/rulrich/crmc.html


If E < Ether
use FTFP (GEANT4) 

else                                         
use CRMC (EPOS/DPMJET/..)

Projectile particle

Target nucleus

Primary particle

Secondaries

Esecondary

Eprimary

Esecondary
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Geant4—CRMC interface
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Hadronic cross-sections uncertainties
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The CMS Collaboration / Physics Letters B 759 (2016) 641–662 645

Table 3
Summary of cross sections obtained from the two different event selec-
tions. The acceptance definition for σvis is based on the production of 
stable particles within 3 < |η| < 5 with momentum pHF > 21.3 GeV/c
(11.3 GeV/c) for the single-arm (double-arm) event selections.

Selection σobs (mb) σvis (mb) σinel (mb)

Data Single-arm 2003± 76 1937± 82 2063± 89
Double-arm 1873± 66 1872± 68 2059± 85

epos-lhc Single-arm – 1947 2082
Double-arm – 1883

qgsjetii–04 Single-arm – 2059 2181
Double-arm – 1998

dpmjet 3.06 Single-arm – 2116 2166
Double-arm – 2055

Fig. 3. Inelastic hadronic cross sections for pPb collisions as a function of the centre-
of-mass energy. The measurement described here (circle, with error bars obtained 
from the quadratic sum of all uncertainties) is compared to lower energy data 
(squares and triangles) [2,39,40] and to different model predictions (curves).

level to the inelastic cross section are of different magnitude, but 
the models reproduce well the approximately 65 mb difference be-
tween the two selections. The values of the inelastic cross sections 
obtained from the single-arm and double-arm methods agree well 
within the uncertainties.

The final σinel value is obtained by taking the weighted average 
of the measured values in the two event selections. The statistical 
uncertainties and the uncertainty on the luminosity are correlated 
between the selections. The degree of correlation among the re-
maining systematic uncertainties is much smaller and they are 
taken as uncorrelated. This yields a final result for the inelastic 
hadronic cross section of

σinel(pPb) = 2061 ± 3(stat) ± 34(syst) ± 72(lumi) mb.

This result is shown in Fig. 3 compared to other measurements 
at different centre-of-mass energies and to various theoretical pre-
dictions. A pPb cross section was also measured by the ALICE 
Collaboration, amounting to 2090–2120 mb with an uncertainty 
of 70 mb [41]. A direct comparison of this observed cross section 
to the one measured in the present analysis is not possible due 
to the unknown to us ALICE detector acceptance and possible con-
tamination from noise and photon–proton interactions.

The inelastic cross section measured by the CMS experiment is 
compared to the Glauber-model prediction (solid curve in Fig. 3) 
obtained using a pp inelastic cross section at 

√
s = 5.02 TeV of 

70.0 ± 1.5 mb, derived from the COMPETE parametrisation [42]
including the measurement of the TOTEM Collaboration at 

√
s =

7 TeV [43] (where the assigned uncertainty is that measured 
by the latter). The Glauber calculation yields 2130 ± 40 mb and 
is compatible with the measurement presented here indicating 
that effects neglected by the calculation (such as nucleon corre-
lations and screening) are either small or approximately cancel 
out. The experimental result is also consistent with the predic-
tion of the dipsy model [44,45] based on a dipole-model approach 
including parton saturation and multiple-scattering. Among the 
Gribov–Regge models, the epos prediction is compatible with the 
measurement within uncertainties, whereas dpmjet and qgsjetii
predict a value more than 1 standard deviation above the data, 
with a larger discrepancy appearing for the σvis cross sections 
(Table 3). The epos and qgsjetii models are commonly used 
for cosmic ray air shower simulations. Thus, at the correspond-
ing cosmic ray proton energies of Ecr = s/(2mp) = 1016.1 eV, 
where mp is the mass of the proton, there are no indications 
for data-model deviations above ≈5% in the proton–lead colli-
sions studied here. Note, however, that our measurement deals 
with an ion much heavier than those involved in proton–air in-
teractions. Corrections to the Glauber model are possibly larger 
in the latter case [3,13]. In summary, the measurement of the 
cross sections in pPb collisions presented here is the first such 
fully corrected measurement at multi-TeV energies and, thus, 
provides important constraints on hadronic interaction mod-
els commonly used in high-energy heavy ion and cosmic ray 
physics.
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Interaction study

With the two independent samples we can be sensitive to the different
interactions in DAMPE with the ratio NMIPT/NHET , the ratio of the selected
events with the two different triggers. The prescale factor of 4 was taken into
account with the MIPT sample (only MIPT1 considered).
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# Modify elastic/inelastic cross-section by 10% down 
SimAlg.Set("ModifyInelasticCrossSection", "0.9")   

# Set minimal particle energy for which the cross-section is modified 
SimAlg.Set("ModifyCrossSectionMinTotalEnergyGeV", “0")

Figure Taken from

https://doi.org/10.1016/j.physletb.2016.06.027

• Uncertainty of hadronic cross-sections in MC simulations → can be 
tested by varying cross-sections at Geant4 level:
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METHODS
Discrimination between electrons and protons. The method of electron selection 
in this work relies on the differences in the development of showers initiated by 
protons and electrons23,31,32. The procedure is as follows. First, we search for events 
passing through the entire BGO calorimeter. We select events with hit positions 
from − 28.5 cm to 28.5 cm for the top layer and − 28 cm to 28 cm for the bottom 
layer (each BGO bar lies between − 30 cm and 30 cm). Second, we calculate the 
shower spread, expressed by the energy-weighted root-mean-square value of 
hit positions in the calorimeter. The root-mean-square value of the ith layer is  
calculated as:
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where xj,i and Ej,i are the coordinates and deposited energy of the jth bar in the 
ith layer, and xc,i is the coordinate of the shower centre of the ith layer. Figure 1 
shows the deposited energy fraction in the last BGO layer (F last) versus the total 
root-mean-square value of all 14 BGO layers (that is, ∑ iRMSi). We can see that 
electrons are well separated from protons. Note that in Fig. 1 and Extended Data 
Fig. 1, heavy ions have already been effectively removed by selection through the 
plastic scintillator detector, on the basis of the charge measurement.

Extensive Monte Carlo simulations are carried out to compare with data. 
Our Monte Carlo simulations are based on Geant4.10.0233. The hadronic model 
QGSP−BERT is used to generate the proton sample used in this analysis. We have 
compared the two hadronic models in Geant4, QGSP−BERT and FTFP−BERT, 
for the high-energy range (>  50 GeV), and found that the difference in the proton 
contamination estimates between the two models is less than 10% for energies up 
to 5 TeV. The corresponding systematic uncertainty on the CRE spectrum meas-
urement is thus negligible.

For a better evaluation of the electron/proton discrimination capabilities, we 
introduce a dimensionless variable, ζ, defined as

ζ = × Σ / / ×F ( RMS mm) (8 10 ) (2)i ilast 4 6

The ζ distribution for events with deposited energies from 500 GeV to 1 TeV in the 
BGO calorimeter is shown in Extended Data Fig. 1. Blue points represent the flight 
data, and the red histogram represents the Monte Carlo data (the electron Monte 
Carlo data are in black and the proton Monte Carlo data are in green). The Monte 
Carlo data and the flight data are in good agreement with each other. A clear sepa-
ration between electrons and protons is shown. The electron/proton discrimination 
capability with the ζ variable has also been validated with the 400-GeV proton data 
collected at the CERN beam test facilities using the DAMPE engineering qualifica-
tion model. The engineering qualification model is essentially the same as the final 
flight model, except that 166 out of the 192 silicon ladders in the silicon–tungsten 
tracker-converter detector are ladders equipped with non-segmented silicon detec-
tors and without the readout application-specific integrated circuits, but otherwise 
have the same material, mechanical and thermal properties as the real ones34. In the 
data analysis, we take an upper bound of ζ ≈  8.5 for the CRE candidates.

We also check the consistency of the ζ variable between the two-side readouts, 
the P (positive) and N (negative) sides, of the BGO crystal. The gains of the two 
sides differ by a factor of about 5. The data sets from each end can be used to 
measure the energy, and hence provide the particle identification, independently. 
The distribution of their ratio shows that the two groups of readout-based ζ values 
of the CRE candidates agree well with one another with no evidence of asymmetry 
between the P- and N-sides, as illustrated in Extended Data Fig. 2.

As independent analyses, principal component analysis35 and boosted decision 
tree36 classifiers have been adopted for electron/proton discrimination, which have 
discrimination powers similar to the ζ method. These three methods give very 
consistent (within the statistical uncertainties) results of the final CRE flux. In Fig. 2  
we present the ζ-method-based spectrum.
Proton contamination estimate. The consistency between the Monte Carlo sim-
ulations and the flight data (see Extended Data Fig. 1) shows that we can use the 
simulation data as templates, which are normalized through fitting to the flight 
data, to estimate the proton contamination in the signal region. The contamina-
tion fraction is smaller than 6% for energies below approximately 2 TeV without 
substantial fluctuation. The estimated proton contamination has been subtracted 
in the final CRE spectrum shown in Fig. 2 and in the fluxes in Table 1.
Systematic uncertainties of the CRE flux measurement. We evaluated the sys-
tematic uncertainties of the flux measurement. The dominant sources are related 
to the background subtraction and the effective acceptance (the product of the 
geometrical acceptance and the selection efficiency). We evaluated the system-
atic effect of the proton contamination estimate by changing the modelling of  
ζ and the definition of the background region, taking into account also the limited 

Monte Carlo statistics at high energy. The results are reported in Table 1 (that is, 
the background fraction).

The acceptance is determined by the BGO calorimeter. Since DAMPE has a 
precise tracking system, the reconstructed electron track can be used to define 
the incoming particle direction. The correlation between the track and the BGO 
shower direction is well reproduced by Monte Carlo simulation. We used the resid-
ual difference to estimate the systematic uncertainty by varying the geometrical 
acceptance cut, resulting in a 2.2% error that is independent of the particle energy.

For the selection efficiency, two components contribute the majority of the 
systematic uncertainties. One is the trigger efficiency. Its systematic uncertainty 
is evaluated by comparing the efficiency of the Monte Carlo simulation to the one 
measured from the pre-scaled data sample collected with lower trigger thresholds 
(the unbiased and low-energy triggers). The overall agreement is excellent and the 
difference is used to characterize the systematic uncertainty, giving 1.5% at 25 GeV 
and 1% at 2 TeV, respectively.

The other main systematic uncertainty arises from the selection of ζ. After sub-
tracting the small number of proton candidates, the distribution of the ζ variable 
from the Monte Carlo simulation is in good agreement with the selected electron 
candidates from flight data. However, an energy-dependent difference between 
flight data and Monte Carlo simulation is observed, which is also confirmed by 
the 250-GeV electron data taken at the CERN beam test. The Monte Carlo ζ dis-
tribution is thus shifted to match the distribution of data, resulting in an efficiency 
correction of − 1.9% at 25 GeV and 8.4% at 2 TeV, respectively. The systematic 
uncertainty of the CRE spectrum due to this correction is estimated to be 1.0% at 
25 GeV and 4.2% at 2 TeV.

The absolute energy scale uncertainty constitutes another type of systematic 
uncertainty that will shift the spectrum up or down coherently, without changing 
the spectral features of the flux. For DAMPE, the absolute energy scale is estimated 
to be around 1.013 times higher37. Its small effect on the flux (that is, scaled down 
by a factor of around 2.6%) has not been corrected in this work.
Energy measurements. The BGO calorimeter is a total absorption electromag-
netic calorimeter. Monte Carlo simulations show that the energy leakage from 
the bottom of the calorimeter is negligible even at teraelectronvolt energies 
because of the large thickness of the calorimeter (about 32 radiation lengths). 
Despite the energy loss in the dead material (such as the carbon fibre, used for 
support), more than 90% of the primary energy of an electron is deposited in the 
BGO crystals. An energy correction taking into account the incident position, 
direction and the shower development is applied to each electron candidate21. 
The beam-test data and the Monte Carlo simulations show that the energy 
resolution of DAMPE is better than 1.2% for electrons with energies19 from 
100 GeV to 10 TeV.

In addition, we checked the consistency of the energy ratio of each CRE can-
didate measured from the P- and N-sides. Extended Data Fig. 3 presents the 
ratios between the two sides, together with a Gaussian fit that gives a mean of 
1.005 ±   0.005 and a σ of 0.016 ±   0.001, supporting the quoted energy resolution 
of about 1% from Monte Carlo simulations19.
Comparison of different spectral models. We follow the procedures outlined 
in appendix C of ref. 16 to fit the CRE spectrum in the energy range 55 GeV  
to 2.63 TeV. The potential systematic uncertainties on the CRE flux measure-
ment due to the ζ method (including the background contamination and the 
selection of ζ) is modelled by a set of nuisance correction parameters. The num-
ber of nuisance parameters is assumed to be N =   6, and the bin size was chosen 
to achieve equal-energy bins in logarithmic space. We fitted the data with a 
single power-law model (Φ  =   Φ 0(E/100 GeV)−γ) and a smoothly broken pow-
er-law model (Φ Φ= / + /γ γ γ ∆ ∆− − − / −E E E( 100 GeV) [1 ( ) ]0 b ( )1 1 2  with the 
smoothness parameter38 ∆ fixed to be 0.1), respectively. The single-power-law 
fit yields Φ   =   (1.64 ±   0.01) ×  10−4 (E/100 GeV)−3.13 ±  0.01 m−2 s−1 sr−1 GeV−1 with 
χ2/d.o.f. =   70.2/20. The broken power-law fit yields γ 1 =   3.09 ±   0.01,  
γ 2 =   3.92 ±   0.20, Φ  0 =   (1.62 ±   0.01) ×  10−4 m−2 s−1 sr−1 GeV−1, Eb =   914 ±   98 GeV 
and χ2/d.o.f. =   23.3/18. These fit results are shown in Extended Data Fig. 4. 
Compared with the single-power-law hypothesis, the χ2 value is smaller by 
46.9 for two fewer degrees of freedom in the smoothly broken power-law 
hypothesis. The smoothly broken power-law model is thus strongly preferred  
(at the 6.6σ level).
Code availability. The numerical code was developed specifically for the DAMPE 
data analysis. The uniqueness of the DAMPE design and the complexity involved 
in the data analysis means that the software package has limited application to the 
relevant community. We have opted not to make the code public.
Data availability. The cosmic-ray electron spectrum data, along with statistical 
and systematics uncertainties, are reported in Fig. 2 and available in Table 1. The 
other data that support the plots within this paper and other findings of this 
study are available from the DAMPE Collaboration (dampe@pmo.ac.cn) upon 
reasonable request.
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Discrimination between electrons and protons. The method of electron selection 
in this work relies on the differences in the development of showers initiated by 
protons and electrons23,31,32. The procedure is as follows. First, we search for events 
passing through the entire BGO calorimeter. We select events with hit positions 
from − 28.5 cm to 28.5 cm for the top layer and − 28 cm to 28 cm for the bottom 
layer (each BGO bar lies between − 30 cm and 30 cm). Second, we calculate the 
shower spread, expressed by the energy-weighted root-mean-square value of 
hit positions in the calorimeter. The root-mean-square value of the ith layer is  
calculated as:
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where xj,i and Ej,i are the coordinates and deposited energy of the jth bar in the 
ith layer, and xc,i is the coordinate of the shower centre of the ith layer. Figure 1 
shows the deposited energy fraction in the last BGO layer (F last) versus the total 
root-mean-square value of all 14 BGO layers (that is, ∑ iRMSi). We can see that 
electrons are well separated from protons. Note that in Fig. 1 and Extended Data 
Fig. 1, heavy ions have already been effectively removed by selection through the 
plastic scintillator detector, on the basis of the charge measurement.

Extensive Monte Carlo simulations are carried out to compare with data. 
Our Monte Carlo simulations are based on Geant4.10.0233. The hadronic model 
QGSP−BERT is used to generate the proton sample used in this analysis. We have 
compared the two hadronic models in Geant4, QGSP−BERT and FTFP−BERT, 
for the high-energy range (>  50 GeV), and found that the difference in the proton 
contamination estimates between the two models is less than 10% for energies up 
to 5 TeV. The corresponding systematic uncertainty on the CRE spectrum meas-
urement is thus negligible.

For a better evaluation of the electron/proton discrimination capabilities, we 
introduce a dimensionless variable, ζ, defined as

ζ = × Σ / / ×F ( RMS mm) (8 10 ) (2)i ilast 4 6

The ζ distribution for events with deposited energies from 500 GeV to 1 TeV in the 
BGO calorimeter is shown in Extended Data Fig. 1. Blue points represent the flight 
data, and the red histogram represents the Monte Carlo data (the electron Monte 
Carlo data are in black and the proton Monte Carlo data are in green). The Monte 
Carlo data and the flight data are in good agreement with each other. A clear sepa-
ration between electrons and protons is shown. The electron/proton discrimination 
capability with the ζ variable has also been validated with the 400-GeV proton data 
collected at the CERN beam test facilities using the DAMPE engineering qualifica-
tion model. The engineering qualification model is essentially the same as the final 
flight model, except that 166 out of the 192 silicon ladders in the silicon–tungsten 
tracker-converter detector are ladders equipped with non-segmented silicon detec-
tors and without the readout application-specific integrated circuits, but otherwise 
have the same material, mechanical and thermal properties as the real ones34. In the 
data analysis, we take an upper bound of ζ ≈  8.5 for the CRE candidates.

We also check the consistency of the ζ variable between the two-side readouts, 
the P (positive) and N (negative) sides, of the BGO crystal. The gains of the two 
sides differ by a factor of about 5. The data sets from each end can be used to 
measure the energy, and hence provide the particle identification, independently. 
The distribution of their ratio shows that the two groups of readout-based ζ values 
of the CRE candidates agree well with one another with no evidence of asymmetry 
between the P- and N-sides, as illustrated in Extended Data Fig. 2.

As independent analyses, principal component analysis35 and boosted decision 
tree36 classifiers have been adopted for electron/proton discrimination, which have 
discrimination powers similar to the ζ method. These three methods give very 
consistent (within the statistical uncertainties) results of the final CRE flux. In Fig. 2  
we present the ζ-method-based spectrum.
Proton contamination estimate. The consistency between the Monte Carlo sim-
ulations and the flight data (see Extended Data Fig. 1) shows that we can use the 
simulation data as templates, which are normalized through fitting to the flight 
data, to estimate the proton contamination in the signal region. The contamina-
tion fraction is smaller than 6% for energies below approximately 2 TeV without 
substantial fluctuation. The estimated proton contamination has been subtracted 
in the final CRE spectrum shown in Fig. 2 and in the fluxes in Table 1.
Systematic uncertainties of the CRE flux measurement. We evaluated the sys-
tematic uncertainties of the flux measurement. The dominant sources are related 
to the background subtraction and the effective acceptance (the product of the 
geometrical acceptance and the selection efficiency). We evaluated the system-
atic effect of the proton contamination estimate by changing the modelling of  
ζ and the definition of the background region, taking into account also the limited 

Monte Carlo statistics at high energy. The results are reported in Table 1 (that is, 
the background fraction).

The acceptance is determined by the BGO calorimeter. Since DAMPE has a 
precise tracking system, the reconstructed electron track can be used to define 
the incoming particle direction. The correlation between the track and the BGO 
shower direction is well reproduced by Monte Carlo simulation. We used the resid-
ual difference to estimate the systematic uncertainty by varying the geometrical 
acceptance cut, resulting in a 2.2% error that is independent of the particle energy.

For the selection efficiency, two components contribute the majority of the 
systematic uncertainties. One is the trigger efficiency. Its systematic uncertainty 
is evaluated by comparing the efficiency of the Monte Carlo simulation to the one 
measured from the pre-scaled data sample collected with lower trigger thresholds 
(the unbiased and low-energy triggers). The overall agreement is excellent and the 
difference is used to characterize the systematic uncertainty, giving 1.5% at 25 GeV 
and 1% at 2 TeV, respectively.

The other main systematic uncertainty arises from the selection of ζ. After sub-
tracting the small number of proton candidates, the distribution of the ζ variable 
from the Monte Carlo simulation is in good agreement with the selected electron 
candidates from flight data. However, an energy-dependent difference between 
flight data and Monte Carlo simulation is observed, which is also confirmed by 
the 250-GeV electron data taken at the CERN beam test. The Monte Carlo ζ dis-
tribution is thus shifted to match the distribution of data, resulting in an efficiency 
correction of − 1.9% at 25 GeV and 8.4% at 2 TeV, respectively. The systematic 
uncertainty of the CRE spectrum due to this correction is estimated to be 1.0% at 
25 GeV and 4.2% at 2 TeV.

The absolute energy scale uncertainty constitutes another type of systematic 
uncertainty that will shift the spectrum up or down coherently, without changing 
the spectral features of the flux. For DAMPE, the absolute energy scale is estimated 
to be around 1.013 times higher37. Its small effect on the flux (that is, scaled down 
by a factor of around 2.6%) has not been corrected in this work.
Energy measurements. The BGO calorimeter is a total absorption electromag-
netic calorimeter. Monte Carlo simulations show that the energy leakage from 
the bottom of the calorimeter is negligible even at teraelectronvolt energies 
because of the large thickness of the calorimeter (about 32 radiation lengths). 
Despite the energy loss in the dead material (such as the carbon fibre, used for 
support), more than 90% of the primary energy of an electron is deposited in the 
BGO crystals. An energy correction taking into account the incident position, 
direction and the shower development is applied to each electron candidate21. 
The beam-test data and the Monte Carlo simulations show that the energy 
resolution of DAMPE is better than 1.2% for electrons with energies19 from 
100 GeV to 10 TeV.

In addition, we checked the consistency of the energy ratio of each CRE can-
didate measured from the P- and N-sides. Extended Data Fig. 3 presents the 
ratios between the two sides, together with a Gaussian fit that gives a mean of 
1.005 ±   0.005 and a σ of 0.016 ±   0.001, supporting the quoted energy resolution 
of about 1% from Monte Carlo simulations19.
Comparison of different spectral models. We follow the procedures outlined 
in appendix C of ref. 16 to fit the CRE spectrum in the energy range 55 GeV  
to 2.63 TeV. The potential systematic uncertainties on the CRE flux measure-
ment due to the ζ method (including the background contamination and the 
selection of ζ) is modelled by a set of nuisance correction parameters. The num-
ber of nuisance parameters is assumed to be N =   6, and the bin size was chosen 
to achieve equal-energy bins in logarithmic space. We fitted the data with a 
single power-law model (Φ  =   Φ 0(E/100 GeV)−γ) and a smoothly broken pow-
er-law model (Φ Φ= / + /γ γ γ ∆ ∆− − − / −E E E( 100 GeV) [1 ( ) ]0 b ( )1 1 2  with the 
smoothness parameter38 ∆ fixed to be 0.1), respectively. The single-power-law 
fit yields Φ   =   (1.64 ±   0.01) ×  10−4 (E/100 GeV)−3.13 ±  0.01 m−2 s−1 sr−1 GeV−1 with 
χ2/d.o.f. =   70.2/20. The broken power-law fit yields γ 1 =   3.09 ±   0.01,  
γ 2 =   3.92 ±   0.20, Φ  0 =   (1.62 ±   0.01) ×  10−4 m−2 s−1 sr−1 GeV−1, Eb =   914 ±   98 GeV 
and χ2/d.o.f. =   23.3/18. These fit results are shown in Extended Data Fig. 4. 
Compared with the single-power-law hypothesis, the χ2 value is smaller by 
46.9 for two fewer degrees of freedom in the smoothly broken power-law 
hypothesis. The smoothly broken power-law model is thus strongly preferred  
(at the 6.6σ level).
Code availability. The numerical code was developed specifically for the DAMPE 
data analysis. The uniqueness of the DAMPE design and the complexity involved 
in the data analysis means that the software package has limited application to the 
relevant community. We have opted not to make the code public.
Data availability. The cosmic-ray electron spectrum data, along with statistical 
and systematics uncertainties, are reported in Fig. 2 and available in Table 1. The 
other data that support the plots within this paper and other findings of this 
study are available from the DAMPE Collaboration (dampe@pmo.ac.cn) upon 
reasonable request.
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cosmic-ray spectrum of electrons and positrons
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High-energy cosmic-ray electrons and positrons (CREs), which 
lose energy quickly during their propagation, provide a probe of 
Galactic high-energy processes1–7 and may enable the observation 
of phenomena such as dark-matter particle annihilation or 
decay8–10. The CRE spectrum has been measured directly up to 
approximately 2 teraelectronvolts in previous balloon- or space-
borne experiments11–16, and indirectly up to approximately 5 
teraelectronvolts using ground-based Cherenkov γ-ray telescope 
arrays17,18. Evidence for a spectral break in the teraelectronvolt 
energy range has been provided by indirect measurements17,18, 
although the results were qualified by sizeable systematic 
uncertainties. Here we report a direct measurement of CREs in the 
energy range 25 gigaelectronvolts to 4.6 teraelectronvolts by the 
Dark Matter Particle Explorer (DAMPE)19 with unprecedentedly 
high energy resolution and low background. The largest part of 
the spectrum can be well fitted by a ‘smoothly broken power-law’ 
model rather than a single power-law model. The direct detection of 
a spectral break at about 0.9 teraelectronvolts confirms the evidence 
found by previous indirect measurements17,18, clarifies the behaviour 
of the CRE spectrum at energies above 1 teraelectronvolt and sheds 
light on the physical origin of the sub-teraelectronvolt CREs.

The Dark Matter Particle Explorer (DAMPE; also known as 
‘Wukong’ in China), which was launched into a Sun-synchronous 
orbit at an altitude of about 500 km on 17 December 2015, is a high- 
energy particle detector optimized for studies of CREs and γ -rays up 
to about 10 TeV. The DAMPE instrument, from top to bottom, consists 
of a plastic scintillator detector, a silicon–tungsten tracker-converter 
detector, a bismuth germanium oxide (BGO) imaging calorimeter, 
and a neutron detector19. The plastic scintillator detector measures 
the charge of incident particles with a high nuclear resolution up to 
atomic number Z =  28, and aids in the discrimination between  photons 
and charged particles. The silicon–tungsten tracker-converter detector 
measures the charge and trajectory of charged particles, and recon-
structs the direction of γ -rays converting into e+e−  pairs. The BGO 
calorimeter20, with a total depth of about 32 radiation lengths and about 
1.6 nuclear interaction lengths, measures the energy of incident par-
ticles and provides efficient CRE identification. The neutron  detector 
further improves the electron/proton discrimination at teraelectron-
volt energies19. With the combination of these four sub-detectors, 
DAMPE has achieved effective rejection of the hadronic cosmic-ray 
background and much improved energy resolution for CRE meas-
urements19. In 2014 and 2015 the DAMPE engineering qualifica-
tion model (see Methods) was extensively tested using test beams at 
the European Organization for Nuclear Research (CERN). The test 
beam data demonstrated excellent energy resolution for electrons and  
γ -rays (better than 1.2% for energies21,22 exceeding 100 GeV), and  
verified that the electron/proton discrimination capabilities of the 
 system19 are consistent with the simulation results.

The cosmic-ray proton-to-electron flux ratio increases from approx-
imately 300 at 100 GeV to approximately 800 at 1 TeV. A robust elec-
tron/proton discrimination and an accurate estimate of the residual 

proton background are therefore crucial for reliable measurement of the 
CRE spectrum. As the major instrument onboard DAMPE, the BGO 
calorimeter ensures a well contained development of electromagnetic 
 showers in the energy range of interest. The electron/proton discrimi-
nation method relies on an image-based pattern recognition, as adopted 
in the ATIC experiment23. It exploits the topological differences of the 
shower shape between hadronic and electromagnetic particles in the 
BGO  calorimeter. This method, together with the event pre-selection 
procedure, is found to be able to reject > 99.99% of the protons while 
keeping 90% of the electrons and positrons. The details of electron 
identification are presented in Methods (for example, in Extended Data 
Fig. 1 we show the consistency of the electron/proton discrimination 
between the flight data and the Monte Carlo simulations). Figure 1 
illustrates the discrimination power of DAMPE between electrons 
and protons with deposited energies of 500–1,000 GeV, using the BGO 
images only.

The results reported in this work are based on data recorded between 
27 December 2015 and 8 June 2017. Data collected while the satellite 
was passing the South Atlantic Anomaly has been excluded from the 
analysis. During these approximately 530 days of operation, DAMPE 
recorded more than 2.8 billion cosmic-ray events, including around 
1.5 million CREs above 25 GeV. Figure 2 shows the corresponding 
CRE spectrum measured from the DAMPE data (see Table 1 for more 
details), compared with previously published results from the space-
borne experiments AMS-0214 and Fermi-LAT16, as well as the ground-
based experiment of the H.E.S.S. Collaboration17,18. The contamination 
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Figure 1 | Discrimination between electrons and protons in the 
BGO instrument of DAMPE. Both the electron candidates (the lower 
population) and proton candidates (the upper population) are for the 
DAMPE flight data with energies between 500 GeV and 1 TeV deposited in 
the BGO calorimeter. F last represents the ratio of energy deposited in the 
last BGO layer to the total energy deposited in the BGO calorimeter23. The 
shower spread is defined as the summation of the energy-weighted shower 
dispersion of each layer.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

LETTER RESEARCH

Extended Data Figure 1 | Comparison of the flight data and the Monte 
Carlo simulations of the ζ distributions. All events have deposited 
energies between 500 GeV and 1 TeV in the BGO calorimeter. The error 
bars (± 1σ) represent statistical uncertainties. As for the Monte Carlo 
(MC) simulation data, the black, green and red histograms represent the 
electrons, the protons and their sum, respectively.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Discrimination of e/p & Simulation
• Electron/proton discrimination in DAMPE is based on the shoer-shape variables:


• Sum of shower RMS in all 14 layers of the BGO calorimeter (RMSi)

• Fraction of energy in the last BGO layer (Flast)

https://doi.org/10.1038/nature24475

https://doi.org/10.1038/nature24475
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Figure 86: Comparison of data and Monte-Carlo Xtrl distributions for electrons
for di↵erent energy bins. Electron distributions in the data are obtained by subtract-
ing the proton template from the data Xtrl histograms. Normalization of proton
templates is done as described in Chapter 4.3.1.
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Figure 86: Comparison of data and Monte-Carlo Xtrl distributions for electrons
for di↵erent energy bins. Electron distributions in the data are obtained by subtract-
ing the proton template from the data Xtrl histograms. Normalization of proton
templates is done as described in Chapter 4.3.1.
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Figure 37: xtrl distribution for di↵erent beam-test electron samples. Selection
with and without BGO-crack region is used.

Sample Selection Data Monte-Carlo
Electrons 250 GeV vertical w-o BGO-crack 0.992±0.003 0.991±0.003
Electrons 100 GeV vertical w-o BGO-crack 0.978±0.004 0.991±0.003
Electrons 100 GeV inclined w-o BGO-crack 0.975±0.004 0.957±0.001
Electrons 100 GeV inclined with BGO-crack 0.973±0.004 0.982±0.001

Table 3: Fraction of events in the signal xtrl region [0; 12] for di↵erent electron
beam-test samples (data and Monte-Carlo). Selection with and without BGO crack
region is considered.

29

0 200 400 600 800 1000 1200 1400 1600 1800 2000
5−10

4−10

3−10

2−10

x_intercepty

0 200 400 600 800 1000 1200 1400 1600 1800 2000

4−10

3−10

2−10

1−10

x_intercepty

0 200 400 600 800 1000 1200 1400 1600 1800 2000

4−10

3−10

2−10

1−10

x_intercepty

BT Data 
BT MC

No Pile-Up 
cleaning

Sum of shower RMS [mm]

Pile-Up 
cleaning

(STK only)

Pile-Up 
cleaning

(STK + BGO)

Figure 34: Sum of shower rms in all BGO layers for 400 GeV proton beam-test
sample.
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Figure 35: xtrl distribution for 400 GeV beam-test protons. Di↵erent xtrl range
and binning is shown. Dashed line corresponds to fixed xtrl cut (xtrl=12). Recon-
structed energy is required to be higher than 150 GeV.
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Figure 36: Typical event displays of 100 GeV electron in the beam-test data sample
with inclined particle direction.
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• Very good data-MC agreement of e/p classifier at beam-test energies.

• Good agreement  for flight data, 8% uncertainty at 4 TeV (at ~80% electron 

selection efficiency)
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Figure 46: Xtrl distribution in the data for di↵erent energy bins, fitted with the
corresponding background templates from one of the plot in Figures 41, 42, 43. For
comparison, a simple proton Monte-Carlo background fits using formula 5 are shown
as red histograms.
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Figure 47: Xtrl distribution in the data for di↵erent energy bins, fitted with the
corresponding background templates from one of the plot in Figures 41, 42, 43. For
comparison, a simple proton Monte-Carlo background fits using formula 5 are shown
as red histograms.
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Discrimination of e/p & Simulation
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• At >5 TeV energies Deep Learning or similar approaches appear promising for 
e/p discrimination → represents challenge for the simulation.


Deep Neural Net (DNN) e/p discriminator 
architecture (example)

Andrii Tykhonov    (University of Geneva) High energy simulation experience from DAMPE
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Discrimination of e/p & Simulation
• e/p classifier optimised with the simulation → relies significantly on the MC precision

• Works well with MC — does it work with the real data? How to estimate background?

Energy fraction 
per BGO layer
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Discrimination of e/p & Simulation
• e/p classifier optimised with the simulation → relies significantly on the MC precision

• Works well with MC — does it work with the real data? How to estimate background?
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Mismodelling of input variables may throw off the data—MC agreement
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Discrimination of e/p & Simulation
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• Excluding some non well-modelled variables from DNN allowed to maintain good data-MC 
agreement of the classifier score, while keeping (almost) the same DNN performance.
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Conclusions
• Geant4 DAMPE simulation proven to work well: good 

agreement with beam-test and orbit data.


• Solutions for performing simulations above 100 TeV:


• FLUKA


• GEANT4 + CRMC


• Simulation in CR proton/ion analysis:


• Energy unfolding


• Trigger efficiency


• Charge simulation 


• Hadronic cross-sections


• Good quality of simulation  is important for CR 
electron analysis and e/p discrimination optimisation.
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Figure 1: Schematic view of the DAMPE detector. Sensitive detectors and support structures

are shown. The z-axis of the DAMPE coordinate system is oriented to the zenith, orthogonal

to the STK planes and y points to the sun.

Moreover, thanks to its high position resolution, the direction of incoming pho-51

tons converting into electron-positron pairs in the STK’s tungsten plates can be52

precisely reconstructed. In order to fully exploit the trajectory reconstruction53

capabilities of the STK, a precise alignment of the instrument is needed, as54

explained in the paper.55

The paper is organized as follows. In Section 2 the STK is briefly described.56

Section 3 provides the details of the on-orbit data and simulation used in the57

alignment analysis. Section 4 gives an overview of the data reconstruction pro-58

cedure. In Section 5 the alignment procedure is described in detail. In Section 659

the results on the STK position resolution are reported. In Section 7 the align-60

ment stability and its on-orbit variations are discussed. Conclusions are given61

in Section 8.62

2. The STK63

The STK [3] is designed to reconstruct the charged particle trajectories,64

identify the direction of incoming gamma-rays converting into electron-positron65

pairs and measure the charge Z of cosmic rays. It consists of 6 tracking double-66

layers, providing 6 independent measurements of the x and y coordinates of the67

3

Conclusions
• Geant4 DAMPE simulation proven to work well: good 

agreement with beam-test and orbit data.


• Solutions for performing simulations above 100 TeV:


• FLUKA


• GEANT4 + CRMC


• Simulation in CR proton/ion analysis:


• Energy unfolding


• Trigger efficiency


• Charge simulation 


• Hadronic cross-sections


• Good quality of simulation  is important for CR 
electron analysis and e/p discrimination optimisation.
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Thank you!


