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Run 3 for ATLAS and CMS

* Similar conditions with respect to Run 2 — with caveats 100 e -
* Expect luminosity of up to 80 fb-* per year (2018 was . ™ L
66 fb_1 80 -wmmamm i
) 70 produced only single (AOO) output
* More virtual luminosity means longer leveling = more §
events at high pileup il ¥
* Assume 50% more computing needed 30 T 4
20
Parameter BCMS BCMS pushed a bit Nominal - pushed Comments 10 = - ATLASPrebminary
oy [ w1 w1 m Yo™2030™40 ™5 80 70 80 0 100
B* (1/2/5/8) [m] | 03/10/03/3 | 03/10/03/3 | 03/10/03/3  |Plusbeta* levellingto 25 cm
Long-range separation [sigma] - assumed emittance \ 9.2 sigma - 2.5 um \ 9.2 sigma - 2.5 um \ 9.2 sigma - 2.5 um | A
Initial Half X-angle (1/2/5/8) [prad] -160/120/160/-150 -160/120/160/-150 -205/120/205/-150  ||Anti-levelled to 130 urad i

Number of colliding bunches (1/5) | 2592 | 2592 | 2748 [BCMS - 240 bunches/injection from SPS
|Bunch population H 1.3e11 H 14ell H 1.7el1* ||* ruled out, initialy at least, by e-cloud heat load
| 30 |

|Emittance into Stable Beams [pm]

25

26

|

Virtual Luminosity (L0)

1

I!ﬂ elmgTm . :
Luminosity per 12 hour fill (burn only) 0.65 07 08
Luminosity lifetime (tauL) - end levelling 13 hours 14 hours 15 hours Approx. - assuming burn only
Integrated/140 day year (fb-1) 65-70 70-75 85-90 NB Ballpark!
cw | .
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http://lhc-commissioning.web.cern.ch/Ihc-
commissioning/performance/Run-3-
performance.htm
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LHCDb towards Run 3

LHC : 30 MHz @ 2-1033

DETECTOR READOUT

HLT1 PARTIAL RECO

Real-time alignment
and calibrations

HLT2 FULL RECO

X% FULL Offline r.econstrucn'or.\ and
associated processing

Y% TURBO &
real-time analysis

Offline reconstruction and
associated processing

c@
y 21-Nov-2018
N/

4 Z% CALIB

User analysis

Run 3 is a major upgrade of the detector
and the computing infrastructure

*Level 0 hardware trigger to be replaced
by software trigger with 30 MHz input
rate

* Major re-engineering of software ongoing
to cope with the increased load
especially in the high level software
trigger

Work towards HL-LHC will be far less
demanding than Run 3 upgrade

Helge Meinhard (at) CERN.ch - LHC Computing Challenges 4
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ALICE Upgrade for Run 3 and 4

2 orders of magnitude more data from up  petectors etectronics

to 500 million detector channels
Continuous and triggered streams of raw data l l l 3.4 TB/s

COntanOUS (trlgger'leSS) readOUt - fl rSt Of Readout, chopping, and aggregation
. . . Pattern recognition and calibration
its kind — with up to 3.4 TB/s from detector o ata compressin

Compressed Sub-Timeframes

New O2 facility for data processing and

COm p reSS i O n - 1 500 C P U/G P U n Od eS ’ E‘;I::hariiroeﬁztginbal reconstruction, S
60 P B StO rag e calibration and data volume reduction

Compressed Timeframes 60 GB/s
Steady progress on all O2 elements, :
. . Data storage
including software framework (ALFA) and and rciva m
hardware components 1

Compressed Timeframes Reconstructed events

Resources growth corresponding to fixed Asynchronous and refned calibration, v

reconstruction

fundlng (200/0 year on year) Should be Quality control - Event extraction
sufficient for Run 3

CERN
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Run-3 Resource Evolution

CPU Growth Disk Growth
10000000 1200000
000000
o mm Pledge 1000000 B Pledge
V4
= 20% Growth
7000000 500000 = 20% Growth 7/
600000 = 20% Growth from 2015 / -
= 25% Growth from 2015
5000000 600000
4000000 / ’
400000
3000000
2000000
200000
11Tl e TTT
0
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Tape Growth

o Pledee " 2010-2018 — pledges
= 20% Growth | = 2021 assume 1.5 x 2018

600000

400000

Overall, Run-3 resource needs look

compatible with flat spending in the
il I | P PENEIng
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 n eXt ye a rS
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The HL-LHC Computing Challenge

E‘ - L B B B BN T o) [ LR IR IR B I
> 50001 « 1 8 100- "
a - ATLAS Preliminary . i Eoo - ATLAS Preliminary -
S 4000} 4 2 g N
© = Resource needs K ~ = Resource needs
S (2017 Computing model) 4 ‘;‘ (2017 Computing model)
@ 3000~ — Flat budget model - & 60_— — Flat budget model - _
® L (+15%/year) | e (+20%lyear) i
o B 3 i
20001 4 & 40~ ﬁ
| Run2 Run 3 R - | Aun 2
i " & I
1000} 20~
B ] | | :
1 1 1 1 1 1 ] 1 1 1 | 1 1 1 I 1 1 1 | 1 1 1 I 1 T = 1 1 L L L 1 T 1 1 1 { L 1 | I 1 1 1 I 1 | 1 1 1 T
2018 2020 2022 2024 2026 2028 2018 2020 2022 2024 2026 2028
Year Year

" HL-LHC needs for ATLAS and CMS are much above the expected
hardware technology evolution (15% to 20%/yr) and funding (flat)

" The main challenge is storage — hence focus in the WLCG strategy

CERN
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CHF/HS06 Price/performance evolution of installed CPU servers .
Server Cost Evolution
N . .
o N Disk servers: very hard to estimate real costs of
AN HDDs
\ .- e.g. there are 70 different 6TB HDD models in the market
\\ - ] e with a price difference of a factor 2.5. At CERN we saw price
\\; Yog gy | Kl mproyement/year differences of a factor >2 between low street prices and
10.00 ‘QL__Q__W“ A 0% . . T
: ~m\ L5 3T n e purchase prices; more variations
-+ o, =% e between 6 TB and 8TB disks
120% RAM pricg incregse *Q. Al~x2.0
W% e fLg
1.00
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 lgl'(;%GB Price/performance evolution of installed disk server storage
rchitecture change
Based on CERN procurements during the last | \ (//\\
years: current assumption: \'-9-.0_1_3% N
-\%2%
. \38% % do improvement/year
* Future CPU server price/performance o100 N L
. 2 T h
improvement: 15%/year "By
\ . 5% '3-.'.“"..
* Future Disk server price/space BNY
improvement: 20%/year - s
' 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026
CE/RW | |
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Device Markets

Have We Reached Peak Smartphone?
Worldwide smartphone shipments and year-over-year shipment growth

I Unit shipments @ Vear-over-year growth

1,600m 80%
1,400m 70%
1,200m 60%

50%

1,000m

800m 40%

600m 30%

400m
200m .
N

20%

* Overall computing device market is
flat
* Becomes replacement market

Worldwide Device Shipments by Device Type,
2016-2019 (Millions of Units)

2500
10%
2008 2009 2010 20117 2012 2013 2014 2015 2016 2017 2000 == Mobile Phones
SIS statista % 1500 = Uttamabies Basi and
I
* PCs, notebooks and tablets sales declining s Ulramobiles: (Prerium)
constantly 1000 N
. Smartphones sales are flat . | —E;ﬂh”iféi?eﬁii‘?
* Attractiveness of replacement is decreasing 500 —Total Device Market
* Only marginal differences between smartphone
models and generations, small and little 0 - _ _ _
innovation 2016 2017 2018 2019
* Consequence: Increased lifetime
\ 21-Nov-2018 Helge Meinhard (at) CERN.ch - LHC Computing Challenges 9
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World “Internet” Population

HCATORS PORTHE WORLDS INTERMET, MOBRE, AND S0C14 MEDIA USERS

UNIQUE
MOBILE USERS

INTERNET
USERS HE

SOK

TOTAL

POPULATION 1 ,5 ERS

3.196 5. 135 2 958

BILLION BILLION BILLION

399

L. 021

BILLION

53%

7.593

BILLION

PENETRATION:

68%

PENETRATION:

LI' 2 ﬂ.e-‘lﬂ

] . we
¥ Hootsuite" gre.

AVERAGE NUMBER OF
CONNECTIONS PER
UNIQUE MOBILE USER

MOBILE CONNECTIONS
AS A PERCENTAGE OF
TOTAL POPULATION

TOTAL NUMBER
OF MOBILE
CONNECTIONS

MOBILE PENETRATION
(UNIQUE USERS vs.
TOTAL POPULATION)

NUMBER OF UNIQUE
MOBILE USERS [ANY
TYPE OF HANDSET)

L A0y

©.135 68%

BILLION

8.485 1.65

BILLION

112%

o) A we
Hootsuite™ gre,

Limited growth rates for internet devices due to limited growth rate of

internet users

* Already high market penetration in the population
* 68% of the world population have a phone
More mobile connections than humans

* Strong saturation effects

‘ 21-Nov-2018
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Processor Technology

e
llI-V Transistors

2D Materials

3D Stacking Mat | Synthesis
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Future options subject to change

We have a wide range of options in research to continue Moore’'s Law

Intel has problems with their 10 nm process
TSMC building fab 18 for their 5nm process,
will be finished in 2020; 950’000 m? for $17B
There is no norm for the process names:

10 nm Intel compares to a 7 nm
Samsung/TSMC process

Below 7 nm new technologies are needed
(nanowires, non-silicon materials), very
expensive

Industry FinFET Lithography Roadmap, HVM Start

Data announced by companies during conference calls, press briefings and in press releases

1 1
@GF i '
- 1
1 1
M intel ! : %0
- 70 r © Samsung i 14n7rsn E 2%’16:,: back-end,
£ : “®  hishon GlobalFoundri 4LPP Tnm 7nm with EUV*
£60 | ATSMC ' e E ries 1 DUV nm
= 1 7.677 1
S 1 Onm . '
a 50 : : 7nm ;z S0 - Intel 14 nm 14 nm++ 10 nm+
= ! ' 7nm # 64 ' - 14 nm+ 10 nm 10 nm++
40 bocooooonan bemeceem——- I e 2T J_ SADPlimit
= . D cccc——ee (I 5 A '_ EUV 2D limit _ 14LPP 8LPP
E S 3 3:!,5, 7 Samsung R 10LPE 10LPP ey 7LPP 6 nm* (?)
£30 r : (%@ _)._ 10mm | EUV 1D limit
= S . SMIC 28 nm** 14 nm in development
20 | = | = Snm -
' E = ' CLN16FF+  CLN10OFF CLN7FF  CLNI12FFC/ e
10 | ' e o ' E e CLNI6FFC CLNI6FFC CLNI2FFC  CLNi2up CUN7FF+ Sam*(?)
1< | < 1w
0 N e e : s 3 uUMC 28 nm** 14nm no data
0 10 20 30 40 50 60 70 80 90 100 e e
Contacted Poly Pitch (nm) **Planar
CERN . .
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New Processor Architectures

 Plethora of new processor designs, all with a focus on Machine Learning:

* Intel: Mobileye EyeQ5 (vision processing, autonomous cars), Nervana Neural Network
Processor, Movidius MyriadX VPU

*  ARM: Project Trillium, Machine Learning processor, Object Detection processor
* Graphcore IPU (Intelligent Processing Unit)

Google second generation of Tensor Processing Unit TPU
*  NeuPro Al processor from CEVA

Neuromorphic chips from IBM (TrueNorth, 64 M neurons + 16 B synapsis) and Intel (Loihi,
130 K neurons + 130 M synapsis)

Nvidia enhancing their graphics cards, Titan V (110 Tflops Deep Learning), Xavier (SoC, 20
TOPS, vision accelerator)

 All high-end smartphones are integrating Al chip enhancements (Qualcomm-neural
processing engine, Apple- A11 Bionic chip, etc.)
The market for these special chips will reach $5-10 B in 2022

* The keyword is LOCAL data processing (also major impact on loT)
*  Much less network, cloud storage and cloud processing needed

CERN
\W ‘ 21-Nov-2018 Helge Meinhard (at) CERN.ch - LHC Computing Challenges

NS

12



Accelerators =~ =

S800M

w4 Gaming

w— Datacenter

Professional Visualization

OEM and IP

- %= Automotive

1 B PC gamer worldwide -+
PC gaming hardware »
market $35 B, total gaming
market $165 B y

/ il

GPUS oo Pl )
Dedicated graphics cards market s400M — e
$200M X_
leader is Nvidia
* High end card Tesla V100 (14 ™S s g8 %2888 388:%%%7¢
TFlops SP, 110 TFlops ML, 12 nm 5 & 8 3 8 %8 3 & 8 3 3 5 & B 3
process) Other accelerators:

* Gaming key driver for the market
(plus Al and crypto mining)

* Large price increases (up to x2),
crypto mining + high memory prices

* Licence policy: no gamer cards in
the data centre

- GTX 1080 TI: $700,
Tesla V100: $9°000, but also DP
performance 20-30 higher

NS

Intel stopped the Xeon Phi line (Knights Mill last
product)

No replacement in sight

Microsoft Project brainwave, based on Intel
(Altera) Stratix FPGA

Xilinx ACAP, Project Everest many-core SoC,
programmable DSPs

50 B transistors, TSMC 7 nm process
Chinese Matrix-2000 DSP accelerator for

Exascale HPC

Current No 1 on Top 500

CERN
\W ‘ 21-Nov-2018 Helge Meinhard (at) CERN.ch - LHC Computing Challenges 13



Quantum and Optical Computing

* Considerable progress during the last 2 years; number of qubits rising sharply
; 2 _ * Intel 49-qubit, IBM 50, Google 72 for a quantum gate computer

* D-wave 2000 qubits, but not a general quantum computer (e.g. no shor’s
algorithm, no factorization)
* Various implementations from ion traps to silicon, focus is on silicon to re-use the
fabrication process of standard chips
* Coherence time is still well below 1 ms, limits the time for quantum
calculations
* Key problem is the error handling: mitigate by combining qubits
* N physical qubits == one logical qubit, where N varies between 10 and
10’000
* Use error correction in software, deal with approximate results
* Machine learning algorithms
* Programming model is completely new; not clear how many algorithms can be
‘converted’ for a quantum computer; very, very high cost structure
* Prognosis: Irrelevant for HL-LHC

Renaissance of optical computing, this time focused on neural networks

* Optalysis: First implementation of a Convolutional Neural Network with
Optical Processing Technology

* Lightelligence: Deep learning with coherent nanophotonics circuits

* Lightmatter: Photonics for Al

CERN
\W ‘ 21-Nov-2018 Helge Meinhard (at) CERN.ch - LHC Computing Challenges 14
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Memory: DRAM

« ~$70 B market

DRAM Roadmap Plan vs. Reality * DRAM price increase during late
Y~ o

F

B DRAM Process Node Roadmap (Manufacturers)

o DRAM Die Size & Density Trend
Aicron |
ELPIDA 10
0.20
=
100 e}
5K+ ¥l 3
& 3
E goi | 0.15
Z E 2
winbandg @ a
% A 0.10 5
2 S
k 8 B
40 g
DRAM scaling slowed down | i
Capacitor aspect ratio
increases exponentially with s amw e e B a EeE  Xet .
smaller cell size Samsung I SK Hynix [ Micron Technology |
Much higher fabrication Tech
costs InS|ghts

3D DRAM not yet ilabl
not yet avatiable ¢ Samsung 18nm DRAM process (36-54nm pitch),

considerable density improvement
* Linear rather than exponential

CERN
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New Memory Technologies

F. PERSISTENT MEMORY

Technology Comparison ZF’MJUW””T

* Several contenders for a new
Nonvolatile Yes Yes Yes Yes No Yes
Endurance 10"2 1012 108 108 1013 103 memory teChnO|Ogy

* |deally replacing DRAM and
Write Time 100ns ~|0ns ~50ns ~75ns 10ns 10ps .
Read Time 70ns 10ns 10ns 20ns 10ns 25ps NAND at the Same tlme
Power _ Low Medium/Low Low Medium Very High Very High
e o s . oy p * No cost effective solution yet
Cost ($/Gb) $10/Gb $30-70/Gb Currently $0.16/Gb $0.6/Gb $0.03/Gb
High

* Resistive RAM, 40nm process, Fujitsu/Panasonic
* Aimed at Neuromorphic Computing

* Magnetic RAM, 80nm process , Everspin, first 1-2GB SSDs
* PCM Intel Optane, in production, but focus not clear
* Ferroelectric RAM, very small scale products, difficult to scale

CERN
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NAND Storage
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Figure: NAND Flash Factories Map in 2020

~ $60 B market Source: DRAMeXchange, Jan., 2018

Fabrication moved from 2D to 3D: 64 layers in the market, 96 layer production
started, 128 layers expected for 2020

NAND prices increased until early 2018, high request for smartphones and SSDs
(Apple buys 20% of the world-wide NANDs), significant price decay since then

- New Chinese fabs have started production
In 2017 largest consumer of NAND chips were SSDs (surpassing smartphones)

4-bit cells are now feasible with 3D: ECC code easier; lab demos exist with
hundreds of layers

Investment in 3D fabrication process up to 5x higher than 2D: ~ $10 B for
fabrication facility

Technical challenges: > 64 layers show exponential scaling problems (current
density, cell uniformity)

A wafer stays up to 3 month in the fab before the 100 defect-free layers are done

Density improvements are now linear, adding 8/16/32 layers

17



Hard Disk Storage |

MAMR
15% CAGR

Seagate Roadmap for Multi-Actuator HDDs

/; 1% Gen Multi-Actuator Production Drive

- M
KN
Mult-Actuator maintains

i
L
8-10I10PS/TB

o TE o | 5
. ‘ m m as capacity scales
2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 m m
Calendar Year m :

— T Turan, m .
» 9 platter in one drive, 14 TB capacity today, By R
| i

Helium-filled , |
2016 2017 2018 2019 2020 2021 2022 2023 2024 2025

* Max with SMR is probably around Snwe: Seape Wele g Secin L2
20 TB per drive

HDD Capacity

8-disk

Seagate: multiple actuators per HDD to
keep IOPS/TB constant

Western Digital new density approach:
Seagate HAMR first products now in 2020 MAMR production in 2019

How HAMR Works How MAMR Works

Microwave fields emitted by
a Spin Torque Oscillator
(STO) located near the write
pole allows writing of
perpendicular media at

Heat from laser lowers the
energy barrier to write on
media and magnets can be

switched with smaller
magnetic field P 3021 = = Ak e R Tag,

When media cools, the data PR : B lower magnetic fields
is harder to erase

CERN
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Backblaze Average Cost per Drive Size

By Quarter: Q1 2009 - Q2 2017

\
. LN
\
1.5TB
5.08 4TB
278
L 378

6 TB

8TB

Backblaze Average Cost per GB for Hard Drives

By Quarter: Q1 2009 - Q2 2017

& BACKBLAZE
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Hard Disk Storage ||

Annual Shipments (Thousands)

700000

600000

500,000

400,000

300000 A
200000 4

100000 4

Only growth: near-line disks (high capacity), HEP and
cloud storage area

Desktop, mobile, enterprise replaced by SSDs
Price/space evolution flattening

OMobile
mBranded

oCE
mDesktop

mNear Line

BEnterprise
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HDD vs. Flash SSD $/TB Annual Takedown Trend
MAMR will enable continued $/TB advantage over Flash SSDs

Solid-state Disk Storage

10000

Historical Cost of Computer Memory and Storage

1 ¢ . : ; ; . . . i : ‘ i .
[ DIMM x
oot P%Etlaoc';]?ciﬁffto rage Flash stick / card
McCallum and Blok SSD ®
HDD (Small drives)
Kx x
o1 b XX .
TP %
He/Damascene F -
%
- x)"; "’w"x*‘x;(
_— [N ve Ko ox, = 4
2008 2009 2010 2011 2013 2014 2015 2016 2017 2018 2019 2020 20 2024 2025 2026 2027 2028 p E && % xx&& =
= Mook x %
Calendar Year a % ’&;w P
2 52>
Total HDD + SSD Capacity (Exabytes); SSD as % of Total € o001 |, - |
1,600 22% F Lt —h s [ . 1
1,500 . e = —a'"y
1,400 - e ] 3‘-‘%?"?"
R L
1,300 Total 3560 19.3% 18% 0.0001 | #h‘” i
1200 wm= Total HDD F Tt e t-#
’ —— S50 25 % of Total Ship- % 16% F '"'4{;__“_ . * ’1#*_,*
1,100 ! w T it i
1,000 14% (cc)
900 12% 1805 ' :
800 2005 2010 2015 2020
200 10%
600 8% . . .
500 .+ SSD versus HDD: price difference in
400 6% . . . .
e o capacity drives will stay high for the
200 e foreseeable future
100 . . .
] _ | | . : | = * Slowdown of yearly price improvements in
2015 2016 2017E 2018E 2019E 2020E 2021E
Source: IDC; See all areas
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State of the Tape Storage Industry - Tape Technology Roadmap Ta p e S to ra g e I

TS11x0 & LTO now on a 2 year cadence

LTO
(Tock)

Areal Density Trends

Chart provided courtesy of the Information Storage Industry Consortium (INSIC)

HDD demos 2008-2015

IBM TS

16%/year 08/2017:

(Tick) 1000.00 ‘ HOD Products| Sony/IBM demo
2009-2015 | (using CoPtCr)
16%/year 4 201Gblin?

o &1 ~33018 tape
100.00 3

Oracle® ols jable? i | T
o;:'coli. 23"3: Hearflene Ot > :Eﬁi:):'z’z/sei:tz:}nceand maturity 5,‘,,;_ l,)‘i % 1 zs::;z:‘:::f
(Thunk) = . . + Market share loss to [BM ¢ g BRI yeur
GMR * Analyst’s predictions '\ i H Ou2015:
= E FujiIBM demo
- BEER T
‘ 9.6Gbl/in? ~220TB tape
Tape Products I
1994-2015
010 33.9%/year
SIC
LTO ULTRIUM ROADMAP  Addressing your storage needs ¢ § § 8 8 8 § 8 £ : B S E B : : : & % 3
- NATVE COMPRESSED e
n 480 TB tion Storage Industry Consortium - All Rights Reserved
BROFVS] wwws g 2008 /|70 Program Technology change to Tunnel
120 7B extends technology S e
m R o i MagnetoreS|st|ve heads (used already
Upto24T8 £ in HDDs) for IBM TS1155 and LTO-8
available from dicember 2017 . L Quite some headroom for density
announced and available in 2015 Current generatlon improvementS, x10 compared to HDD

m nnounced and available in 2012 LTO-8 (1 2 TB) )
“ nnounced and available in 2010 TS1 1 55 (1 5 TB)
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Thousands of Cartridges

CERN

o

NS

25,000

20,000

&
o
8

10,000

5,000

Unit Shipments: Calendar Year

Yearly Cartridge Shipments

30,000

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Declining media shipment since 10
years
Factor 2 decrease in #drives sold over
the last 4 years
Only two suppliers of media: Fujifilm
and Sony

* Fujifilm only supplier in the US -

(patent ‘war’)

Only IBM left for LTO and Enterprise
drives

120000

100000

@ goooo
40000
20000
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Tape Storage ||

* LTO tape market domination >95%
* Enterprise tapes 4%

* 44 EB of tape media in 2017 compared to
750 EB HDD
* Linear increase in EB sold per year

2015 2016 2017

Total Capacity Shipped: Calendar Year

Compressed Capacity Shipments

2014

2010 2011 2012 2013

2008

2008
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40M

3J0M

20M

LOM

0.0M

Server Market |

» Total server market revenues: $20.7 B in Q4 2017,
2.8 M servers shipped

* Large revenue jump: general price increases,
memory price explosion, big Iron sales (z14 IBM),
HPC/Al investment

* Market split into three parts based on cost per
server:
« <$25000: $15.8B
(HEP buys < $5’000/server)
« $25k-$250k: $1.9 B
« >3$250k: $2.9B

Intel takes 85% of the revenues and ships 99.3 % of the x86 servers processors
The increase in units sold is due to several factors: new Skylake architecture, shift from

DELL/HP/etc to cheaper ODM sellers, high demand for high-end machines with GPUs (>

$25°000 per unit)

o

‘ 21-Nov-2018
7%
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Hyperscale data centres (> 100°000 servers) grew in 2017 from 300 to 390
Amazon, Google, Microsoft, IBM have at least 45 centres each

23



Server Market I

* Intel x86 dominating server market,
99.3% of server units
* Possible contenders:
* |IBM Power9
* Aimed at high-end server and
HPC/AI market (combined with
Nvidia GPUs)
* Not power efficient
* 14 nm process, no plans for 10...7
nm
* AMD EPYC, market penetration rose in
2018, but still relatively low
* ShenWei 260-core processor (based on
alpha, 6 Tflops SP)
* China only, TaihuLight
supercomputer; public market?

CE/RW
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—— X6 Server Revenue ——— Non-X86 Server Revenue

ARM:

Applied Micro (now Ampere): new design 32
core 3.3 GHz end 2018
Qualcomm Centriq: 48-core, 2.6 GHz, 10nm
process, first contract with cloud gaming
company
* Doubts about Qualcomm commitment to the
project
Cavium (now Marvell): ThunderX2
* Available in techlab, power/HS06 similar to
Intel Broadwell, price/performance x2 off)
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Conclusions

Run 3 under control, at least as far as ATLAS and CMS (no
longer the big experiments!) are concerned

Run 4 remains a challenge — both for CPU and even more so for
disk

Technology progress per se is still good, but numerous obstacles
ahead (CPU, RAM, NAND)

Novel processors and accelerators difficult to exploit for HEP

Price/performance advances are slowing down, cost of advances
increases exponentially, facing stagnating demand

Key computing markets in the hand of very few companies
Technologies HEP relies on under pressure (e.g. HDDs, tapes)

“Moore’s Law” at risk not because of physics or technology, but
for business, financial and economic reasons!
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