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Simulation of Transient Effects in Accelerator Magnets

Electro-dynamics

• Inductive coupling

• Saturation

• Coupling currents

• Magnetization

Fluid dynamics

• Superfluid Helium

• Phase transition

Mechanics

• Lorentz forces

• Thermal strain

Circuit

• Large number of 

magnets and 

components, including 

diodes, thyristors, 

capacitors, 

• Properties as f(T, B)

Material properties

• Extreme non-linearity 

within few Kelvin

EE system

• Arcing

• EM waves

Coupling

• Information exchange

• Stability of solution

• Performance

Converter

• Controller

• Output filter & ringing

Quench detection and 

protection

• Fast voltage detection

• CLIQ

• Quench heaters

mm → km ms → 100 s

Earthing circuit

• Fuse

Thermo-dynamics

• Coupling losses

• Magnetization losses

• Joule heating

• Heat transfer

• Quench propagation



Heterogeneous Domain Decomposition and Coupling

Controller Superconducting

Circuit

Superconducting

Magnet

Equation type Differential-

algebraic

Differential-

algebraic

Differential-

algebraic

Partial-differential

Time-stepping fixed adaptive adaptive

# DOF ~10 ~10-10k ~1k-10k

Dimension 0D 0D 0D, 1D, 2D

Physical

domains

- Electric Magnetoquasistatic

Thermal

Mechanical

Automatic Generation: SING SIGMA

Meta-methods: Cooperative Simulation

Optimization

Parametric Sweep

PI
Iref

-

+

Field model of a magnet

Controller Model

R

U

A

M2 M154



Outline
1. Workflows for automatic generation of models

a) SIGMA for magnet models

b) SING for circuit models

2. Meta-methods

a) Co-Simulation for model coupling

b) Optimization routine for parameter identification

3. Continuous Integration Pipeline

4. Selected Applications

5. Conclusion
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Field due to 𝑀

IFCC

ISCC

Iron yoke

saturation

Eddy 

currents

Magnetic Vector Potential

𝛻 × 𝜇−1𝛻 × Ԧ𝐴

= റ𝐽s + 𝜎𝜕𝑡 Ԧ𝐴 + 𝛻 ×𝑀

Thermal Balance Equation

𝜎𝐶p𝜕𝑡𝑇 − 𝛻 ∙ 𝜆 𝛻 𝑇 = 𝑄

CLIQQuench

2D FEM Model in COMSOL

𝜇0𝜇r 𝑀IFCC = − 𝜏IFCC𝜕𝑡𝐵

𝜇0𝜇r𝑀ISCC = − 𝜏ISCC,𝛼𝜕𝑡𝐵𝛼

Electrical network

Σ𝐼 = 0, Σ𝑈 = 0



STEAM Integrated Generator of Magnets for Accelerators

 Mesh & play models

 Construction time of minutes

 Automation against error-prone, manual work

LHC – MB Hi-Lumi – MQXF

FCC – Cos𝜃

Test station – FRESCA2

Other models: 11 Tesla, D1, … and many more!

FCC – Common coilFCC – Block coil



STEAM SIGMA - Demo
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LHC Main Dipole Magnet

 Single Aperture

 Magneto-static study

 # 45k mesh elements

 # 10k LoC – operations in COMSOL

Release status: In the process of the first release



STEAM Integrated Network Generator

• Modular, expandable, versioned 

• Static libraries of main components are available 

• Netlist more difficult to interpret than a schematic 

Schematic Netlist

 Use of netlists, i.e., textual description of circuit elements and interconnections (topology).

 Automatic generation of netlists, useful for parametric studies including changes to circuit topology.

 A “for loop” for PSpice to build models of large circuits (~10 k elements)

Elements Subcircuits

1. INPUT

2. IMPLEMENTATION

User

input

Netlist

+ Stimulus

+ Libraries

LTSpice?



STEAM SING - Demo

12 October 2018 10

Release status: released internally, external release on demand

LHC Main Dipole Circuit

 Chain of 154 magnets

 Voltage distribution during a power abort

 # 6072 elements

 # 1324 LoC – operations in SPICE



Cooperative Simulation - Motivation
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At this stage we have automatically created the LHC main dipole circuit and a main dipole itself.

𝑰circuit
𝑘

𝑹quench
𝑘−1

𝑼FEM
𝑘−1

t

Circuit

Magnet

t+dt

t

          

t

Icircuit(1)

t

t

Icircuit(2)

          

t

t

Icircuit(3)

          

t

t

Icircuit(4)

          

            

Iteration until convergence is reached



Co-Simulation Algorithms* (1/4)
One-way coupling
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*Courtesy prof. Sebastian Schöps, Technical University of Darmstadt

t

x1(t)

t

x2(t)

S1

S2



One-way coupling

Weak coupling
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*Courtesy prof. Sebastian Schöps, Technical University of Darmstadt

t

x1(t)

t

x2(t)

S1

S2

Co-Simulation Algorithms* (2/4)



One-way coupling
Strong coupling

Weak coupling
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*Courtesy prof. Sebastian Schöps, Technical University of Darmstadt

t

x1(t)

t

x2(t)

S1

S2

iterate

Co-Simulation Algorithms* (3/4)



One-way coupling
Strong coupling

Weak coupling
Waveform Relaxation
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*Courtesy prof. Sebastian Schöps, Technical University of Darmstadt

t
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t

x2(t)

S1

S2

iterate

Co-Simulation Algorithms* (4/4)



Co-Simulation Framework Architecture
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*Implementation of the LEDET tool adapter with the support of E. Ravaioli (LBNL/CERN)

**Implementation of QLASA tool adapter by E. Stubberud with the support of V. Marinozzi (INFN)

The proposed data structure and algorithm enable execution of all four co-simulation algorithms.

Each tool adapter implements

a ToolAdapter abstract class



STEAM Co-Sim: Cooperative Simulation Platform

Flexible co-simulation environment for Multi-physics, Multi-rate, Multi-scale problems 

2D Electrothermal

Electrical Circuit

Simulations Coupling Interface (Java / MpCCI)

1D Electrothermal 2D Mechanical

Power Converter Controller

N
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tw
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PID
yref
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3D Electrothermal

QLASA

2D Electrothermal

LEDET

Electrical Circuit

LTSpice
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Start quench

Quench

detection
Magnet and circuit

discharge
Protection

Trigerring

recovery

End
Quench

Propagation

Nominal

Operation

End of simulation time

PID
Iref

-

+

R

U

A

M2 M154

1. Single analysis may involve a hierarchy of magnet models

(lumped inductor, 1D model, 2D model)

2. Circuit operation involves several states

(Controller/Circuit coupling, Field (1D, 2D)/Circuit coupling)

It is necessary to switch between coupled models and coupling algorithms (state machine)

Hierarchical Co-Simulation



STEAM Co-Sim Demo – Modified Main Dipole Circuit
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Release status: currently fifth version released internally and externally



Executes once per iteration 

Executes for every magnet (154 times) 

Identification of the Main Dipole Circuit Parameters



Continuous Integration Pipeline

git commit build_job

dependencies

build image

fatJar
uploadArchives sonarqube
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The pipeline automatically executes project build, testing, sharing, and analysis.

This ensures the maintainability of the project.

Project 

versioning

Project 

development

*Strong cooperation with MPE/MS (K. Król, JC. Garnier)

External

dependencies

Internal

dependencies

Code

analysis



What STEAM has been used for so far
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Part Study

LHC RB circuit

Transients during Fast Power Abort and earth failures. 

Inter-turn shorts. 

Operation of the power converter controller.

Effect of unbalanced dipoles. 

Optimisation of the damping.

LHC 600 A circuits
Protection studies (quench-back, need of EE). 

Earth fault analysis/localisation.

LHC & HL-LHC Triplet and RB Effect of spurious QH or CLIQ firing on the beam.

HL-LHC Triplet Protection studies.

HL-LHC
Triplet with beam 

screen
Coupling currents and forces during a quench.

HL-LHC RB+11 T
Protection studies, CLIQ. 

Functioning of trim PC.

FCC SC magnet Use of quench absorption coils.

FCC 16 T dipole designs
Quench protection (incl. CLIQ).

Mechanical response during quench.

SM-18 FRESCA2 Quench, MIIts, hot spot, field errors during ramp.

…

Ex. 1

Ex. 5

Ex. 3

Ex. 4

Ex. 6

Ex. 2

Ex. 7



Ex 1: Short in the RB Circuit
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PN

Continuous lines: 

measurement

Dashed lines: 

simulations

Simulations Measurements

Used to:

 Localize the short by parametric 

studies

 Understand the transients 

Validate model

 Run the validated model for other 

use cases (double short, …)



Ex 2: Controller/Circuit Coupling
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A

LeqReq
PI

-

+
𝐼ref

1 mΩ 15.3 H
𝑈con

𝐼con

𝐸

M. Maciejewski, et al. „Application of the Waveform Relaxation Technique to the Co-Simulation 

of Power Converter and Electrical Circuit Models”, Proceedings of MMAR Conference 2017

tend
t

Controller

Network
tend

t

Discrete controller is a weak coupling scheme Waveform relaxation scheme can speed-up the computation 

Controller

Network

 An ideal current source is used for the studies of the LHC main dipole circuit (and others as well)

 A first order model is used to design the power converter controller
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Q1a Q1b Q3a Q3bQ2a Q2b

QH QH QH QHQH QH

CLI

Q

CLI

Q

CLI

Q

CLI

Q

CLI

Q

CLI

Q

PSpice

Circuit

LEDET

Magnets

COMSOL 2D

Magnet

COMSOL 1D

Turn

PST1

PSM

PST2

Ex 3: HL-LHC triplet
 Very complex circuit with CLIQ and quench heaters as baseline.

 Co-simulation with Comsol1D + Comsol2D + 5xLEDET + Pspice

 142 signals are being exchanged between the models. 



26
time

state 0state

𝑡0 𝑡discharge 𝑡end𝑡quench

state 2

PSpice

state 1

COMSOL 1D

COMSOL 2D

LEDET

t0 tQuench tDischarge tEnd

state 0 state 1 state 2

Ex 3: HL-LHC triplet
 Models activated according to the system state (hierarchical co-simulation)

Used to:

 Validate the circuit 

layout.

 Optimise the protection 

system.

 Dimension the busbars

and current leads.



Ex 4: HL-LHC Beam Pipe in the Triplet
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Used to:

 Calculate the eddy currents and

electrodynamic forces acting on

the beam screen during

a quench with CLIQ.

 Dimension the beam tube.

With: TE-VSC-DLM

Current (A) Induced current density (A/mm2) Forces (N/mm3)

8

10

12

14

16

18

20

0 0.02 0.04 0.06 0.08 0.1

(k
A

)

(s)

I_Pos I_Neg



Ex 5.Co-simulation of the FCC Dipole Circuit

Circuit model
2800 components

PSpice
PC

Rfilt

Cfilt

REE

M1 M2 M22

M44 M43 M23Mn

Lfilt

Mn+1

CLIQ QDS

Electro-thermal 

magnet model
400 turns

Quenching magnet:

CLIQ simulation

Neighbouring magnet:

Simulation of voltage response

Used to:

 Study voltage waves during

protection scenarios involving

CLIQ

 Study quench detection 

system.



Ex 6: Mechanical Stress During Quench
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𝑇

Ԧ𝐹L

𝑇

Ԧ𝐹L
Mesh-based

interpolation

CLIQ quench simulation Mechanical simulationCoupling Environment

 COMSOL used for magneto-thermal simulation, ANSYS used for mechanical simulation

 FE models with different mesh (physics driven) can be coupled via mesh-based interpolation

Integrated circuit and magnet design was applied to three FCC designs.



Example 7: FRESCA2 Analysis App
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Used to:

Provide test station with a

user-friendly tool to quickly

compare measurements with

simulations.



Faster & better understanding 

of the measurements.

User’s settings

Post-process Data export App Log 

Graphics



Conclusion
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 A solid base of the STEAM framework is now established and ready to be used for all kinds 

of simulations on SC circuits for actual and future accelerators.

 STEAM has already been used for many studies, especially:
 Fault scenario’s in the LHC 

 HiLumi triplet circuit

 FCC magnet and circuit protection

 “RB+11T” circuit

 …

 With the foreseen increase in number of magnet models, circuit models, tools/physics, users, 

case studies, and validations, STEAM will become an invaluable tool to study a broad variety 

of applications in the field of accelerator magnet circuits.

 We have acquired a lot of competence in the MPE-PE section in co-simulation and individual 

tools which could be profitable for people in other groups.

 Implementation of the Model-Based System Engineering framework for integrated modelling 

(models as repositories of data, notebooks with versioned inputs)

www.cern.ch/STEAM
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