


2

6 years of CERN Cloud
From 0 to 300k cores

HEPIX - San Diego - 2019

Belmiro Moreira
on behalf of the CERN Cloud Team

belmiro.moreira@cern.ch     @belmiromoreira



Outline
● Early Virtualization attempts
● Finding the right Cloud Orchestrator
● CERN OpenStack Cloud
● Some Infrastructure Highlights 
● What’s next?
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2009 - 2011
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Virtualization and Server Consolidation



Why IaaS at CERN?
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LxCloud - Virtualize Batch Infrastructure
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CVI - CERN Virtual Infrastructure
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2011 - 2013
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Cloud Prototype



Agile Infrastructure Project
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OpenStack at CERN - Early days
● Released on October 2010
● Created by Nasa and Rackspace
● Austin release (Nova, Swift)
● OpenSource (Apache 2.0)
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OpenStack at CERN - Early days
● First version of OpenStack Horizon

11



Prototyping CERN OpenStack Cloud
● Iterate Fast...

○ Build test infrastructures and open then to early adopters
○ Few hundred nodes available
○ 2 different virtualization technologies (KVM, Hyper-V)
○ Integration with other Agile Infrastructure projects (puppet, monitoring, ...)
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ESSEX
(April 2012)

FOLSOM
(September 2012)

GRIZZLY
(April 2013)

“Guppy”
June 2012

“Ibex”
March 2013

“Hamster”
October 2012



2013 - 2019
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From 0 to +300k cores



CERN OpenStack Cloud - 2013
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CERN OpenStack Cloud - 2013
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CERN OpenStack Cloud - 2013
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CERN OpenStack Cloud - Growth

17



CERN OpenStack Cloud - Growth
● OpenStack projects available in the CERN Cloud over releases
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Milestone Highlights
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Nova - Cells
● Allows Nova to scale to thousands of compute nodes
● Biggest Nova Cells deployment
● Moved from 2 cells to +70 cells
● Upgrade from CellsV1 to CellsV2 in 2018
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Ceilometer - The Rise & Fall
● OpenStack Ceilometer deployed 
● Removed after run it for 3 years. Not scalable and difficult to retrieve data
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Storage - Cinder, Manila, S3
● OpenStack Cinder with Ceph backend (2014)

○ Several volume types available

● OpenStack Manila (Fileshare service). Backed by CephFS (2017)
● S3 available (end 2018)
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Container Orchestration - Magnum
● OpenStack Magnum service available since 2016 
● Extremely popular service, +500 clusters
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Networking - Nova-network to Neutron
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Baremetal Provisioning - Ironic
● In production since 2018
● All new hardware is enrolled using Ironic. +1700 nodes managed by Ironic
● Existing hardware will be enrolled into Ironic during 2019
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● Reboot campaigns and performance impact

Meltdown/Spectre/L1TF
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Operations - Rundeck and Mistral
● OpenStack Mistral
● RunDeck
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Operations
● Experience growing/managing the Infrastructure during the last 6 years 
● Several upgrades during this journey

○ OpenStack release cycle is every 6 months!
○ SLC6 to CC7 upgrade
○ CC7 upgrades

● Supported for few years KVM and HyperV in the same infrastructure
○ Migrated CVI VMs to OpenStack HyperV and then to OpenStack KVM 

● Security updates required reboot of all cloud
● Most user management operations are automated

○ project creation; quotas; ...
○ VM expiration
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2019 - ...
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What’s next?



https://techblog.web.cern.ch/techblog/post/region-split/

Splitting the Infrastructure into 2 Regions
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● Public Clouds 
○ Based on different pricing/SLA considering resource availability
○ Reserved instances vs spot-market

● Private Clouds
○ Quotas are hard limits. Leads to a reduction in resource utilization
○ Preemptible instances

■ Projects that exhausted their quota can continue to create instances
● Opportunistic workloads
● Low SLA

● Preemptible Instances Workflow in OpenStack Nova
○ The creation of a non preemptible VM fails because there aren’t available resources
○ Instances that fail with “Nova Valid Host”, go to “PENDING” state instead of “ERROR”
○ The Reaper service is notified and it tries to free the requested resources

■ Rebuild the instance
■ Or change instance state to “ERROR”

Preemptible Instances
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Other Challenges
● Leveraging Container Orchestration to deploy OpenStack control plane
● Re-enroll existing physical resources into OpenStack Ironic
● Introduce SDN
● Dynamic resource provisioning based in Compute Nodes load
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Summary
● During the last 10 years, resource management and deployment model 

changed completely
○ From Virtualization and Server consolidation to a Cloud Infrastructure
○ From Baremetal to VMs, to managed Baremetal to Containers 

● Continue to adapt the Infrastructure to the new technologies and 
requirements

○ Iterative approach to introduce new services, new functionality
○ Continue to explore new approaches to deploy/manage a large infrastructure

■ Control Plane managed by kubernetes
■ New regions
■ SDN

Is serverless the new model?
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https://openstackdayscern.web.cern.ch



@belmiromoreira
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