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Creating an opportunistic OSG site inside the PRP
Kubernetes cluster
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The Pacific Research Platform (PRP) is operating a Kubernetes cluster that manages over 2.5k CPU cores and
250 GPUs. Most of the resources are being used by local users interactively starting directly Kubernetes Pods.

To fully utilize the available resources, we have deployed an opportunistic HTCondor pool as a Kubernetes
deployment, with worker nodes environment being fully OSG compliant. This includes both the OSG client
software and CVMFS. A OSG HTCondor-CE is available for OSG users to access the resources as any other
OSG site. The first user of the new site is the IceCube collaboration, which is using the available GPUs.

In this presentation we will describe the steps (and challenges) involved in creating the opportunistic OSG
site in the Kubernetes cluster and the experience of running GPU jobs of the IceCube collaboration.
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